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Introduction

1.1  the trend toward Large-Scale, 
richly Interconnected Systems

Government agencies, both military and civilian, and indeed the global business 
community as a whole, are moving aggressively to leverage and capitalize on the 
advances of information technologies. Not only have these technologies provided 
revolutionary new capabilities, but 
also they have stimulated fundamental 
changes in how organizations, including 
military units, accomplish their tasks 
and achieve their objectives. This, then, 
is transformation.1 Transformation is 
not about doing the same things better, 
but about leveraging new technologies 
to accomplish the same missions in fun-
damentally different ways.

Transformation is occurring not only in the military, but also in government 
and private sectors. Governments are relooking at historical ways of doing business 
and leveraging information technologies to do so. They are establishing shared ser-
vice agreements with other agencies and are forming public–private partnerships. 
They are transforming how services are delivered to citizens, businesses, and tax-
payers. The same transformation patterns are evident in the business sector. There, 
technology is being used to improve performance, enhance customer relations, 

Mega-systems are defined as 
“those large-scale, complex sys-
tems that cross traditional boun-
daries to provide a level of 
functionality not achieved by 
their component elements.”
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and collaborate with strategic partners across the global supply chain. In all these 
instances, information that once was resident within a single function, agency, or 
corporation is being shared with others.

The move toward cross-boundary solutions, enabled by Internet technologies, 
is broad based. This book uses defense mega-systems as a primary example, not 
because this book is specifically about the Department of Defense (DoD), but 
because the department has had the most experience in developing such systems. 
Other government agencies, such as the Department of Homeland Security, the 
Federal Bureau of Investigation, or the Federal Aviation Administration, as well as 
the business community in general can learn from the experiences of the DoD and, 
similarly, the DoD can gain insight from the experience of other agencies and the 
commercial sector.

Within the DoD, transformation arises from a number of converging trends. 
Changes in the strategic environment and a broader, more uncertain threat con-
text make transformation necessary; the emergence of highly capable information 
technologies makes it possible. In response to these external factors, the DoD is 
altering its institutional environment (how it intends to do business) as well as how 
it intends to fight. The expected outcome is an agile, richly interconnected force 
that can orchestrate available capabilities in previously unanticipated ways. This 
underscores a trend away from a reliance on stand-alone component systems—
often referred to as a platform-centric approach—to the creation of increasingly 
interdependent systems that cross traditional boundaries. These large-scale, com-
plex systems cross traditional boundaries to provide a level of functionality not 
achieved by their component elements. We call them mega-systems.

In other parts of the federal government, agencies confront the daunting chal-
lenge of integrating systems that have been developed and operated separately, yet 
need to work effectively together to accomplish overarching missions. This is perhaps 
most striking in the Department of Homeland Security (DHS), which is working to 
transform 22 legacy agencies into one department and to collaborate with other fed-
eral agencies and with state and local governments, as well as with private interests.

In the commercial world, companies form mega-systems not only as they estab-
lish enterprisewide systems to link employees and processes internally, but also as 
they extend them to connect partners, customers, and suppliers—in effect, “out-
siders.” The emerging concept is that of the “extended enterprise.” In this concept, 
participants are linked on the basis of their role rather than their geographic loca-
tion or business affiliation, and “just-in-time” processes supplant traditional batch 
processes or near-real-time information systems. Here, no single company owns the 
entire suite of hardware, software, and data. Rather, they are intermingled into an 
intricate, interconnected, and secure network.

We build mega-systems because we expect that they will yield substantial oper-
ational benefits. As in the DoD, where joint operations are expected to yield a 
competitive military advantage, the expected outcome in the commercial world is 
a competitive business advantage.
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THE BENEFITS OF MEGA-SYSTEMS: 
AN ILLUSTRATIVE EXAMPLE

Connecting several independent systems into a mega-system offers several 
advantages. In the case of this illustrative example, the integration of sepa-
rate component systems into an air defense mega-system offers substantial 
increases in persistence, range, synergy, and agility.

Mega-systems tend to have increased persistence over their component sys-
tems. Persistence has two characteristics: survival and staying power. Because 
a mega-system is composed of independent systems, these component sys-
tems can have significantly different survival characteristics in varying envi-
ronments. While some component systems may fail, others can survive and 
guarantee mission accomplishment. It is not just the physical characteristics 
of the component systems that offer this increased survivability: geographical 
and temporal dispersion of the mega-system’s components also increase sur-
vivability. Synergistic interactions among the component systems in a mega-
system can increase the length of time over which a mega-system can be 
active and effective.

In the air defense example, the active radar systems can take turns actively 
tracking, thereby decreasing the total chance that the enemy will detect 
the individual radars and increasing the survivability of the mega-system. 
Likewise, the combination of active and passive sensors can potentially allow 
some sensors to survive even if others are vulnerable to blinding or detection 
and destruction. Thus, even if the air defense mega-system loses a significant 
number of individual sensor systems, the mega-system may remain funda-
mentally mission effective.

The mega-system also offers an increase in range or spectrum over its com-
ponent systems. By range we mean the number of potentially simultaneous 
actions that can be taken in the attempt to accomplish a mission. The mega-
system is designed or is “grown” with a particular purpose or mission in 
mind. By definition, the component systems in a mega-system are capable of 
acting independently. This can increase the probability of mission success by 
pursuing the mission using independent means that are effective in different 
operating environments.

In the air defense example, the system may include a combination of 
shoulder-fired missiles, mounted medium- and high-altitude missiles, kinetic 
energy weapons (e.g., guns), and directed energy weapons (e.g., lasers). No 
individual tactic or technological countermeasure could easily defeat all of 
these means of attack, whereas an enemy airframe would have a better chance 
of defeating the component systems individually.

(continued on next page)
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Evidence emerging from both the military and commercial worlds indicates 
that these benefits are, in fact, being realized. In the illustrative air defense example 
above, the DoD expects to gain these advantages in terms of enhanced persistence, 
range, reach, and agility. An analogous commercial example might describe the ben-
efits that would accrue from information sharing across the supply chain in terms 
of reduced cycle times, reduced inventory levels, improved sales, and improved 
customer services.

1.2  why this Book?
This book explores the engineering and acquisition of this evolving class of systems. 
It argues that the traditional approaches to large-scale systems engineering, and the 
accompanying acquisition processes that have developed in the past, are inadequate 
for the development and evolution of effective mega-systems.

For several reasons, including their sheer scale, the nature and pace of change of 
their underlying technologies, the potential complexity of their interactions, and—
perhaps most importantly—the fact that a single organization rarely owns and there-
fore completely controls the mega-system, engineering these mega-systems entails 
new challenges. The fundamental question that we must ask ourselves is: To what 
extent and under what circumstances do the practices and processes of systems engi-
neering that evolved in the post-World War II era continue to apply to these massively 
interconnected, information technology-intensive mega-systems? A clearly related 
question is: Given that there are circumstances in which traditional approaches may 
no longer apply, what new practices and processes might be required?

The core of the problem is that traditional systems engineering rests upon the 
careful specification of a detailed and internally consistent set of requirements. The 
requirements for the system as a whole flow down into requirements for the various 
subsystems, requirements for characteristics of the materials used in constructing 
hardware, interface and runtime requirements for software, and requirements for 
the supporting infrastructures for supply, maintenance, and training. The ideal state 
for the systems engineer is a set of requirements that remain stable throughout the 
design and construction of the system. Because this is rarely possible in the real world, 

Mega-systems combine the capabilities of component systems into syner-
gistic capabilities. One of the most prominent examples of this is increased 
reach (when and where the mega-system can act) compared to the individual 
systems. In the case of the air defense mega-system, the high-, medium-, 
and low-altitude missiles provide comprehensive, overlapping protection 
against enemy airframes flying from ground level to 60,000 feet or more 
above the earth.
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 systems engineers use a highly disciplined process to identify, track, and implement 
all the consequences of the unavoidable minimum of changes in requirements.

In addition, government agencies, such as the DoD and the National Aeronautics 
and Space Administration (NASA), have built their acquisition process around the 
specification of requirements. For example, in the DoD, users interact with the pro-
curement system in that they (or their representatives) establish requirements that 
determine what hardware and software will be designed, built, and procured. The 
basis of competition to sell goods and services is a set of requirements sufficiently pre-
cise and comprehensive to allow objective comparison of the alternative vendors.

Unfortunately, it is difficult, if not impossible, to establish a clear and precise 
set of requirements for a typical mega-system. This is not because mega-systems are 
large and complicated systems of systems. For example, in the past the DoD has 
been able to define the requirements for something as complex as a ballistic missile 
nuclear submarine, encompassing a wide range of cutting-edge technologies that 
had to work together with extremely narrow margins of error. Once the require-
ments had been established, the systems engineering (e.g., designing a nuclear war-
head that would fit within a ballistic missile that would fit inside the submarine) 
was straightforward, although clearly technically challenging.

Mega-systems are different from traditional systems because:

The systems of which they are composed are purposeful in their own right.  ◾
That is, each fulfills a role independent of its role in the larger mega-system.
A typical component system may be a critical part of several, quite different  ◾
mega-systems, each of which imposes a different set of priorities.
Component systems are often under the control of different organizations,  ◾
each with its own set of priorities and constraints.
The component systems will likely be designed and acquired on different  ◾
timetables.

At the same time, the systems engineers for each component must accept that it 
is impossible to meet the requirements of all the mega-systems in which their indi-
vidual systems will participate. Moreover, systems engineers have neither the insight 
nor the authority to make trade-offs among the requirements imposed by different 
mega-systems.

In short, the design and acquisition of a mega-system must, by its very nature, 
violate the two basic principles of traditional systems engineering and acquisition: 
(1) clarity of requirements and discipline in changing them; and (2) an established 
hierarchy, with someone clearly in charge who has both the duty and the authority 
to make trade-offs and decisions.

How, then, can any enterprise meet the challenge of developing and evolv-
ing the systems it deems critical to the transformation of its organization and the 
achievement of its mission?

This book approaches that question from both the conceptual and the practical 
perspectives. The conceptual perspective provides a vocabulary and a framework with 
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which to explore issues relevant to the characteristics that differentiate mega-systems 
from traditional, well-bounded systems. That framework then evolves into a Profiler 
that can be used both to understand the nature and context of the system at hand 
and, on that basis, to select the most appropriate processes, tools, and techniques. 
The practical perspective allows us to leverage experiences in the engineering and 
acquisition of systems that approximate the understanding of mega-system char-
acteristics and issues. We look to the experience of both the commercial world and 
the world of civil governance for insights on how to define problems connected to 
mega-systems and where to seek solutions.

In this context, we examine two case studies to identify lessons learned and emerg-
ing first practices. It is not reasonable or even possible to identify best practices at this 
early state; that will take considerably more time and a broader set of case studies.

The first case study traces the development of the Single Integrated Air Picture 
(SIAP) within the DoD (see Chapter 7). This effort was initiated to solve long-
standing problems related to track data for air and missile defense applications. 
While the participating systems all used the same data link standards, their indi-
vidual implementations were sufficiently different that the separate results could 
not be readily integrated. The SIAP program is not responsible for developing the 
systems themselves, but for developing common solutions that each system would 
integrate separately. While this is by no means a typical DoD acquisition effort, it 
does span multiple formal acquisition programs and highlights the challenges of 
developing and implementing solutions that cross program boundaries.

The second case describes the efforts to develop a common Radio Frequency 
Identification (RFID) capability for use across the global supply chain to track 
products from manufacture, through distribution, to sale, and potentially to final 
disposal (see Chapter 8). This effort was sponsored by a consortium of commercial 
suppliers, retailers, and vendors, and highlights the development of an extended 
enterprise capability.

These two efforts are exploring new organizational constructs and new engi-
neering approaches. They permit a retrospective look at lessons learned to date and 
a prospective look at lessons still to be learned.

An important caution is warranted here. The study of mega-systems reported 
in this book is by no means intended to be definitive. Rather, it builds on the con-
ceptual groundwork in system-of-systems engineering, complex adaptive systems, 
and network-centric operations, as well as on practical experience in actually engi-
neering and acquiring these large-scale, complex systems. In doing so, the hope 
is to identify some key tenets and first practices related to both the design and 
development of such systems. Even more important, the aim is to initiate a rich dia-
logue not only within the systems engineering community—both researchers and 
practitioners—but also among those government leaders responsible for directing, 
executing, and overseeing the development of mega-systems.
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1.3  organization of the Book
This book proceeds from broad, conceptual foundations to more specific topics and 
concludes with some recommendations for charting the way ahead. It is organized 
in four sections.

Section I sets the stage. Chapter 2 provides the national security context and 
briefly explores the trends leading government agencies (including the DoD) and the 
private sector to embark upon the development of the large-scale, massively inter-
connected systems that we call mega-systems. Of particular interest are changes 
in the strategic and operational context from a period of relative predictability to 
an era of uncertainty regarding the source and nature of threats. These changes, 
in conjunction with trends in information technologies, underpin the “emerging 
American way of war,” also termed network-centric warfare. Related to these trends 
are fundamental changes in the institutional processes by which the DoD defines 
needed capabilities and acquires systems.

Section II of this book provides the conceptual underpinnings, with references 
to insights that can be drawn from the civilian world, both governmental and pri-
vate. Chapter 3 proposes a definition of mega-systems and discusses the different 
ways in which they may emerge. Chapter 4 then offers a framework for understand-
ing these systems that takes into account their technical characteristics and behav-
ior, the environment in which they are expected to operate, and the stakeholder 
context. Chapter 5 identifies some of the known challenges in engineering and 
acquiring mega-systems, and discusses the relevant systems engineering processes. 
It introduces a Profiler for use as a self-assessment tool to help in characterizing 
the nature and context of the system of interest and also as the basis of a situation 
model that could help systems engineers select and adapt processes, tools, and tech-
niques to the circumstances at hand.

Section III explores the practical aspects of engineering and acquiring mega-
systems through two case studies. Key to Section III are summaries of the emerging 
lessons learned and emerging first practices associated with these particular efforts.

Section IV then seeks to synthesize the conceptual and the practical aspects by 
developing a set of applicable tenets and proposing a way ahead.

endnote
 1. Within the DoD, “transformation” is defined as “a process that shapes the changing 

nature of military competition and cooperation through new combinations of con-
cepts, capabilities, people and organizations that exploit our nation’s advantages and 
protect against our asymmetric vulnerabilities to sustain our strategic position, which 
helps underpin peace and stability in the world.” Transformation Planning Guidance, 
April 2003.
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2Chapter 

Context and trends

The United States is transitioning from an industrial age to an informa-
tion age military. This transition requires transformation in warfight-
ing and the way we organize to support the warfighter. Although the 
end-state of transformation cannot be fully defined in advance, we do 
know some of the necessary prerequisites for transformation. In par-
ticular, we know that early transformation requires exploiting infor-
mation technology to reform defense business practices and to create 
new combinations of capabilities, operating concepts, organizational 
relationships and training regimes.

—Transformation Planning Guidance, April 2003

Several factors combine to fundamentally change the nature of the systems devel-
oped and fielded not only to military forces but also to civilian government agencies 
and to the commercial world. Like many other military forces, the U.S. military 
faces a strategic environment that requires agile and adaptive response to a wide 
range of threats and missions. Responding to this uncertainty is the emerging con-
cept of network-centric warfare, which seeks to leverage information as a competi-
tive source of power. Other government agencies and private industry also need the 
ability to respond with agility and flexibility to unexpected demands and opportu-
nities. The information revolution provides the tools to interconnect a wide range of 
elements and provide them timely information. Finally, there are significant changes 
in the processes by which all organizations intend to acquire capabilities. Together, 
these conditions lead to growing opportunities for large-scale, richly interconnected 
systems that bridge traditional organizational and functional boundaries.
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This chapter briefly outlines the converging trends influencing formal system 
acquisition by government agencies as well as system development in the private 
sector. At its conclusion, the “mega-system” is presented as the next-generation 
challenge for systems engineering and contrasts the emerging engineering process 
associated with mega-systems with the processes developed in the latter half of the 
twentieth century.

2.1  Changing the Strategic environment 
in the u.S. Department of Defense

The DoD has clearly recognized the need to transition from the Cold War environ-
ment, in which the United States faced a primary, well-studied adversary, to today’s 
situation, which presents a wide range of potential hostile environments, military 
operations, and possible scenarios. Rooted in fundamental political, socio- cultural, 
and economic forces, the types of threats we face have become substantially 
broader. While we may still need to confront traditional nation-states, we must 
also be prepared to deal with diverse transnational “ad hoc” terrorist groups. The 
nature of the threat has also broadened. Conventional military operations remain 
a menace; however, asymmetric threats are growing as our enemies seek to exploit 
weaknesses of American military forces or to indiscriminately target noncombat-
ants. The United States has become a prime target, and operations abroad can no 
longer be isolated from potential attacks on the homeland or against American 
interests abroad.

Key to the ability to respond to this environment of uncertainty and complex-
ity is the need for agility and adaptability. The long cycle times, well-developed 
tools and processes, and deliberate planning that characterized the industrial age 
must be replaced with short cycle times, new capabilities, and adaptive planning. 
Similarly, operations involving multiple branches of the military Services were, in 
the past, designed around separate missions, sequential phases, and well-defined 
geographical responsibilities, and, unfortunately, were often characterized by “tor-
tured interoperability.” Here, interoperability is formally defined as the “ability of 
systems, units or forces to provide services to and accept services from other sys-
tems, units or forces and to use the services so exchanged to enable them to operate 
effectively together.” The phrase “tortured interoperability,” taken from briefings 
and writings of the late Vice Admiral Arthur K. Cebrowski, at the time Director 
of the DoD Office of Force Transformation, refers to the difficulties that have been 
encountered in sharing information among the separate Services. In contrast, the 
desired goal state entails more fully integrated and, in some case, interdependent 
joint operations.

Many of these characteristics of the emerging American way of war were evi-
dent in the early days of Operations Enduring Freedom and Iraqi Freedom. In 
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prepared testimony1 before the Senate Armed Services committee on July 9, 2003, 
Secretary of Defense Donald Rumsfeld and General Tommy Franks, Commander, 
Central Command, presented the “key lessons so far”:

The importance of  ◾ speed, and the ability to get inside the enemy’s decision 
cycle and strike before he is able to mount a coherent defense
The importance of  ◾ jointness, and the ability of U.S. forces to fight, not as 
individual de-conflicted Services, but as a truly joint force—maximizing the 
power and lethality they bring to bear
The importance of  ◾ intelligence, and the ability to act on intelligence rapidly—
in minutes instead of days or even hours
The importance of  ◾ precision, and the ability to deliver devastating damage to 
enemy positions while sparing civilian lives and the civilian infrastructure

These operational themes are increasingly tightly intertwined.
Cordesman (2003), in his Instant Lessons of the Iraq War, pointed out the rela-

tionship between joint operations and tempo:

The U.S. had an almost incredible advantage in terms of its ability 
to bring together land and air operations and support them from the 
sea and friendly bases at very high tempos of coordinated operations 
and shift the mix of joint operations according to need over the entire 
theater of operations. The issue was far more than Jointness per se; it 
was the coordination and sheer speed of operations at every dimension 
of combat.

Flexibility—the ability to rapidly compose forces that lack a habitual command 
relationship and to combine capabilities in ways tailored to the circumstances at 
hand—and agility—the ability to rapidly respond to opportunities and transition 
between tasks—were also hallmarks of these operations. General Tommy Franks, 
commander of U.S. Central Command (USCENTCOM), described these com-
plex joint interdependencies in a March 22, 2003, briefing2 on military operations 
from his USCENTCOM headquarters, as follows:

Let me talk for a minute about our capabilities. The coalition now 
engaged in and supporting Operation Iraqi Freedom includes Army 
and Marine forces from the land component; air forces from sev-
eral nations; naval forces, to include the Coast Guard; and Special 
Operations forces.

Our plan introduces these forces across the breadth and depth of 
Iraq, in some cases simultaneously and in some cases sequentially. In 
some cases, our Special Operations forces support conventional ground 
forces. Examples of this include operations behind enemy lines to 
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attack enemy positions and formations, or perhaps to secure bridges 
and crossing sites over rivers, or perhaps to secure key installations, like 
the gas-oil platforms, and, of course, in some cases, to adjust air power, 
as we saw in Afghanistan.

Now, in some cases, our air forces support ground elements or sup-
port special operations forces by providing (inaudible) and intelligence 
information, perhaps offensive electronic warfare capabilities. At other 
times, coalition airmen deliver decisive precision shock, such as you 
witnessed beginning last night.

At certain points, special operations forces and ground units support 
air forces by pushing enemy formations into positions to be destroyed 
by air power. And in yet other cases, our naval elements support air, 
support ground operations or support Special Operations forces by pro-
viding aircraft, cruise missiles or by conducting maritime operations or 
mine-clearing operations.

And so the plan we see uses combinations of these capabilities that 
I’ve just described. It uses them at times and in places of our choosing 
in order to accomplish the objectives I mentioned just a moment ago.

That plan gives commanders at all levels and it gives me latitude to 
build the mosaic I just described in a way that provides flexibility so 
that we can attack the enemy on our terms, and we are doing so.

These emerging characteristics—richly networked joint and coalition forces, capa-
ble of operating at high tempos and able to adapt to and leverage opportunities as 
they emerge—are hallmarks of the emerging future force.

The emerging concept of network-centric warfare/operations, defined as mili-
tary operations that are enabled by the networking of the force,3 provides the con-
text to understand the expected increases in combat power resulting from a richly 
connected, information-enabled force. The term was first widely introduced in an 
article entitled “Network Centric Warfare: Its Origins and Future” (Cebrowski and 
Garstka, 1998), which proposed a way of thinking about warfare in the informa-
tion age that parallels and leverages the very technologies and processes that have 
changed American business. The themes that provide a competitive business advan-
tage to the American and global economy are also expected to provide a competi-
tive military advantage when applied to the conduct of warfare. These themes are:

The shift in focus from the platform to the network ◾
The shift from viewing actors as independent to viewing them as part of a  ◾
continuously adapting ecosystem
The importance of making strategic choices to adapt or even survive in such  ◾
changing ecosystems

At the most fundamental level, network-centric concepts, whether in the com-
mercial or military domain, share the fundamental hypothesis that not merely 
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information, but shared information, represents a source of potential value and 
competitive advantage. In business, such value is measured in terms of function-
ality, reliability, convenience, and cost. In the military domain, particularly in 
combat operations, value is measured using terms such as survivability, lethality, 
speed, timeliness, and responsiveness.

Network-centric warfare embodies a set of concepts that allows warfighters 
to take full advantage of all available information and to bring all available assets to 
bear in a rapid and flexible manner. It is based on four fundamental, linked tenets 
(Alberts and Hayes, 2002):

 1. A robustly networked force improves information sharing and collaboration.
 2. Information sharing and collaboration enhance the quality of information 

and shared awareness of the situation.
 3. Shared situation awareness enables self-synchronization.
 4. Shared synchronization dramatically increases mission effectiveness.

The theories underlying network-centric warfare give rise to a view of battle 
management and command and control that supports this highly networked, agile 
force and provides all appropriate entities with the information necessary to sense, 
understand, decide, and act. For the forces to be agile, the battle management and 
command and control capability that supports them must also be agile. It can no 
longer be specific to a particular force element, its well-established command rela-
tionships, and its particular concepts of operations. Rather, such an agile capabil-
ity must accommodate and adapt to the changing and often uncertain operating 
environment. It must allow the rapid and effective sharing of information across 
what is emerging as the “extended military enterprise”: the situation-specific mix of 
U.S. and coalition forces and non-government organizations. This translates into 
capabilities to enable:

Superior decision making across multiple dispersed and distributed com- ◾
mand elements, including those of multinational forces
Shared understanding among all friendly elements on the battlefield, includ- ◾
ing those of non-governmental organizations, which can include such diverse 
organizations as the Red Cross and Doctors Without Borders
The ability to support tailorable organizations that may be constructed  ◾
dynamically to accomplish a particular mission
Operation-wide integration, including access to all weapons authorized to  ◾
accomplish the mission

Underlying these capabilities is an infrastructure with attributes that include 
universal communications—defined as available and trustworthy means to 
communicate with any authorized person, system or weapon anywhere—secure 
information, data interoperability, and command and control systems that are 
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easy to use. That infrastructure, when coupled with the necessary culture, peo-
ple, and training, is what yields the desired outcome: significantly enhanced 
mission effectiveness.

2.2  the Imperative to Share Information 
across agencies

Just as the military departments within the DoD recognize that sharing infor-
mation increases their overall effectiveness, federal agencies, as well as state and 
local governments, have recognized that information sharing is vital not only to 
continuing anti-terrorism efforts, but also to delivering services to citizens, pre-
paring for and responding to natural disasters, and providing for public health 
and public safety. In all these cases, sharing information means crossing orga-
nizational boundaries to gain access to information that may initially have been 
collected for different purposes and invariably has been stored in different reposi-
tories, using different formats. In some cases, it means bridging these separate 
stovepipe systems; in others, it means building new systems that, from the onset, 
provide the means to share information between agencies and across different 
levels of government.

2.2.1  Information Sharing to Counter Terrorism
In the Executive Summary of The 9/11 Commission Report, the members of the 
Commission note that one of the key elements in achieving unity of effort across 
the U.S. Government is “unifying the many participants in the counterterrorism 
effort and their knowledge in a network-based information sharing system that 
transcends traditional government boundaries” (National Commission on Terrorist 
Attacks Upon the United States, 2004). The Commission went on to recommend a 
government-wide effort to solve the legal, policy, and technical issues necessary to 
create a “trusted information network” that not only bridges the member agencies 
of the intelligence community, but also extends the network to other public agency 
and relevant private-sector databases.

In December 2004, the U.S. Congress passed the Intelligence Reform Act 
(Intelligence Reform and Terrorism Prevention Act of 2004), which calls for the 
establishment of an Information Sharing Environment (ISE) to link people, sys-
tems, procedures, and technologies across federal, state, local, and tribal entities 
and with the private sector. The National Strategy for Information Sharing was 
released in October 2007 and called for the establishment of a network of state 
and major urban area fusion centers (White House, 2007). The strategy envisioned 
these fusion centers as the focus, although not the exclusive points, for sharing 
terrorism information, homeland security information, and terrorism-related law 
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enforcement information with state and local governments. Building such a net-
work is not only a significant technical undertaking, but also requires individual 
organizations to reexamine their traditional patterns of interaction, trust, competi-
tion, and cooperation.

2.2.2  Other Examples of Information Sharing 
across Organizational Boundaries

While information sharing to support counterterrorism is clearly a significant moti-
vator to information sharing, it is by not means the only motivator. Information 
sharing furthers other government functions and commercial interests.

Maritime Domain Awareness is a broad imperative directed at achieving effec-
tive understanding of anything associated with the global maritime domain that 
could potentially impact the security, safety, economy, or environment of the United 
States. The scope is obviously very broad in terms of the range of information to 
be collected, the geographic scope of that information, and the organizations, both 
government and civilian, that collect that information and/or make use of it. The 
types of information of interest can include:

Status of vessels, cargo, and crews ◾
Maritime areas of interest, including sea lanes or oceanic regions ◾
Ports, waterways, and their facilities ◾
Environment, including weather, currents, and natural resources ◾
Maritime critical infrastructure, including undersea fiber-optic cables  ◾
and pipelines
Threats and activities, including illegal migration, drug smuggling, and  ◾
inherently dangerous activities such as offshore drilling
Operational information about friendly forces, including those of allies, oper- ◾
ating in the maritime domain
Financial transactions, including illegal money trails and hidden vessel or  ◾
cargo ownership

Commercial interests, particularly shippers, are interested in knowing the 
status of their vessels, crew, and cargo. Government organizations, such as the 
U.S. Navy and the U.S. Coast Guard, are interested in knowing the situation 
not only on the high seas, but also along the littoral and in ports. Organizations 
with anti-terrorism missions are interested in being able to identify potential 
threats well before they near U.S. interests, whether in the homeland or inter-
nationally (recall the incident of the attack on the USS Cole). The proposed 
solution to collecting, analyzing, and disseminating this information calls for 
not only promulgating standards for information sharing, but also establishing 
a “network-centric, near-real-time virtual information grid that can be shared, 
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at appropriate security levels, by federal, state, local and international agencies 
with maritime responsibilities.”4

The kinds of cross-boundary collaboration and information sharing highlighted 
at the federal level are also occurring among state and local jurisdictions as well as 
at the regional level (Federowicz, 2006). Consider the following examples of state 
and regional information sharing:

The Naval Criminal Investigative Service (NCIS) has launched the Law  ◾
Enforcement Information Exchange (LinX) initiative, a project to enhance 
information sharing among federal, state, and local law enforcement in seven 
regions of strategic importance to the Department of the Navy. LinX pro-
vides participating law enforcement agencies with secure access to regional 
crime and incident data. In the National Capital Region, LinX allows more 
than 60 state and local police agencies to share mug shots and crime reports.
In Washington State, the Justice Information Data Exchange was designed to  ◾
share information about traffic and collision reports with the state Department 
of Transportation, the Department of Licensing, and the Administrative 
Office of the Courts.
In Massachusetts, a consortium with over a hundred participating agencies  ◾
shares healthcare data through the Massachusetts Simplifying Healthcare 
Among Regional Entities (MA-SHARE).
In South Carolina, the Information Sharing and Analysis Center (ISAC)  ◾
is used to disseminate security-related information to security managers 
across the state. It is tied into the National ISAC, which includes the Federal 
Bureau of Investigation, the Department of Justice, and the Department of 
Homeland Security (DHS).
In California, the Integrated Nonfiler Compliance system collects data from  ◾
a variety of federal, state, county, and local sources, including banks, the 
Internal Revenue Service (IRS), and state licensing boards, among others, 
to identify individuals who should have filed income taxes and estimates the 
amount of taxes they may owe.
In the Washington, D.C. region, the State of Maryland, the Commonwealth  ◾
of Virginia, and the District of Columbia have established a partnership 
known as the Capital Wireless Integrated Network to develop an interoper-
able first responder data communication and information sharing network.5
BioSense is an initiative of the Centers for Disease Control and Prevention.  ◾
Initially intended as an intergovernmental data collection and analysis system 
for early detection of bioterror attacks, BioSense and its mission have subse-
quently been expanded to detect or confirm naturally occurring outbreaks. 
The system now collects and analyzes data from hospitals, clinics, laborato-
ries, and public health organizations in the government and private sectors.
In the Washington, D.C. metropolitan region, a collaborative effort among  ◾
19 local law enforcement agencies in Maryland, Virginia, and the District 
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of Columbia led to the development of a well-regarded system to share data 
about pawn transactions.

These examples of information sharing across organizational, jurisdictional, 
and functional boundaries, not only among military forces and government agen-
cies but also between government agencies and the private sector, are just a sam-
pling of many such initiatives. In all these cases, technology is the critical enabler. 
However, it is also true that the technical dimension is often the easy part. Building 
trust, agreeing on common goals and objectives, and developing the mechanism, 
processes, and governance structures to collaborate are often more challenging but 
certainly no less critical than agreeing on common standards and developing the 
means to collect and share information.

2.3  enabling Conditions
2.3.1  Information Technologies Environment
Information technologies—particularly the computer, the Internet, the World Wide 
Web, and wireless connectivity—have fundamentally revolutionized how and with 
whom individuals and organizations interact and conduct business. This has rightly 
been termed the “information revolution.”

The rapid growth and pervasive use of information technologies throughout 
American society fuels the potential of network-centric operations. Unlike other 
technologies, in which the military has been both the primary investor and the 
primary customer, information technologies are driven by the commercial market-
place. Defense and other government agencies leverage industry’s large investment 
in mature and emerging technologies.

The past decade has witnessed the continually falling costs of computing, 
information storage, and bandwidth; the growth in wireless technologies; and the 
explosive expansion of the Internet and the World Wide Web. The convergence of 
these trends has led to omnipresent information technologies, not just in industry, 
but throughout the economy and not just in wealthy, industrialized nations, but 
globally—and the users include terrorists.

As of August 2003, more than 416 million people around the world had access 
to the Internet from a personal computer at home. According to data provided by 
Internet World Stats,6 an online publisher of world Internet usage and popula-
tion statistics, by December 2007, worldwide Internet penetration had grown to 
approximately 1.3 billion people, or a worldwide penetration rate of 20%. Internet 
usage in North America at the end of 2007 was approximately 238 million users, 
equivalent to more than 71% of the population. Thus, from 2000 to 2007, usage 
grew 265.6% worldwide and more than 120% in North America. The rest of the 
world is rapidly catching up.
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2.3.2  Improved Performance and Reduced Costs 
Drive Information Technologies

In 1965, Gordon Moore of Intel first observed that the number of transistors 
on a chip was doubling approximately every 12 months and predicted that this 
trend would continue. This has become known as Moore’s law. In fact, this rate of 
growth continued through the late 1970s; since then the number has doubled every 
18 months (Figure 2.1). Continuing miniaturization has translated into constantly 
improved performance of semiconductor chips, while making them less expen-
sive. As a result, the price of computers has continued to decline and information 
technology continues to proliferate. Today, embedded microprocessors are ubiqui-
tous, found in printers and copiers, telecommunication devices and manufacturing 
equipment, and in consumer products such as automobiles and home appliances.

As with semiconductors, the trend in information storage technologies is toward 
increased performance at lower cost. The shrinking cost of storing and retrieving 
information has led to significant growth in the amount and types of content stored. 
Businesses and consumers increasingly create and store digital images and audio and 
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video presentations. At the same time, they want immediate access, which leads to 
greater emphasis on online access versus archiving. Moreover, as more data and richer 
types of data are stored, the need to protect that data becomes more critical. No longer 
are backup and recovery acceptable; users insist on instant backup and availability.

2.3.3  Global Information Infrastructure

The Internet7 had its beginning in the DoD Advanced Research Projects Agency 
Network (ARPANET)8 research program. Since then, it has become the massive 
global information infrastructure that allows any computer to communicate with 
any other computer as long as both are connected to the Internet. It has revolution-
ized how individuals and businesses broadcast and access information, as well as 
how and with whom they interact and collaborate. While the widespread commer-
cial use of the Internet is a fairly recent phenomenon, the Internet concept, technol-
ogies, and processes evolved and matured over a long period of experimentation and 
development. Barry Leiner and other architects of the Internet (Leiner et al., 2003) 
describe the transition from the initial concepts of the Internet envisioned by a small 
group of researchers to the commercial and social backbone that it has become:

The Internet has changed much in the two decades since it came into 
existence. It was conceived in the era of time-sharing, but has survived 
into the era of personal computers, client-server, and peer-to-peer com-
puting, and the network computer. It was designed before local area 
networks (LANs) existed, but has accommodated that new network 
technology, as well as the more recent Asynchronous Transfer Mode 
(ATM) and frame switched services. It was envisioned as supporting 
a range of functions from file sharing and remote login to resource 
sharing and collaboration, and has spawned electronic mail and more 
recently the World Wide Web. But most important, it started as the 
creation of a small band of dedicated researchers, and has grown to be a 
commercial success with billions of dollars of annual investment.

The central concept underlying the Internet was “open architecture 
networking”: that is, that multiple, independent, and heterogeneous 
networks would interoperate without any central controlling mecha-
nism. Rather than specifying the design of each network, these dif-
ferent networks could be made to work with each other by following 
a common suite of protocols. That protocol suite came to be known as 
the Transmission Control Protocol/Internet Protocol (TCP/IP).

As important to the evolution of the Internet as the protocols themselves were 
the role of documentation and the evolution of the community process. Writing in 
“A Brief History of the Internet,” Leiner et al. (2003) point out that “A key to the 
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rapid growth of the Internet has been the free and open access to the basic docu-
ments, especially the specifications of the protocols.” Since its origins in a collabora-
tive community of university researchers, the Internet has relied on a community 
process. Today, the Internet Engineering Task Force (IETF), the principal body 
responsible for the development of new Internet standard specifications, is a loosely 
self-organized group of network designers, operators, vendors, and researchers who 
contribute to the engineering and evolution of Internet technologies. The IETF is 
open to any interested individual.

As the Internet has grown, so has its value. Robert Metcalf, founder of 3Com 
Corporation and a major designer of the Ethernet (a family of local area network 
products) is credited with the development of Metcalf ’s law, which states that the 
value of a network increases exponentially with the number of nodes; that is, the 
usefulness of a network is proportional to the square of the number of users. In 
essence, the more users who are connected, the more useful the network becomes. 
The original formulation was intended to convince early Ethernet adopters to estab-
lish local area networks that were large enough to exhibit this network effect. That 
notion was subsequently named Metcalf ’s law in a paper by Gilder (1993).

In this era of networking, he [Metcalf] is the author of what I will call 
Metcalf ’s law of the telecosm, showing the magic of interconnections: 
connect any number, “n,” of machines—whether computers, phones or 
even cars—and you get “n” squared potential value. Think of phones 
without networks or cars without roads. Conversely, imagine the ben-
efits of linking up tens of millions of computers and sense the exponen-
tial power of the telecosm.

More recently, David Reed has proposed that the value of the network lies not 
merely in its ability to connect peers, as in Metcalf ’s law, but even more in its ability 
to allow users to form and maintain groups, such as auction sites and chat rooms. 
Reed’s law (Reed, 2001), as it has become known, suggests that such group-forming 
networks have a value that grows exponentially, in proportion to 2n. According to 
Reed’s law, the value of group-forming dominates the earlier broadcast (one-to-
many) and peer-to-peer (one-to-one) transactional network.

The term “World Wide Web” (WWW) or the “Web” refers to all the informa-
tion sources that can be accessed using a Web browser. It is a distributed, hyper-
text-based information system that provides universal access to a wide range of 
material, including text, images, graphics, and sound. The technologies underly-
ing the Web were originally developed as a means for sharing information about 
high-energy physics among scientists worldwide. The Centre Européenne pour la 
Recherche Nucléaire (CERN), the European Laboratory for Particle Physics, devel-
oped the Web syntax, specifically the Hypertext Transport Protocol (HTTP), used 
by WWW servers, and the Hypertext Markup Language (HTML), a language 
that governs the creation of Web documents so that they can be read by Web 
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browsers. In 1992, the National Center for Supercomputing Applications (NCSA) 
introduced NCSA Mosaic•, the first readily available graphical Web browser.

The Web, like the Internet, has no central management. Anyone can publish 
and there is no central dependence on a single server. Also like the Internet, Web 
technologies are advanced by a cooperative community process, the World Wide 
Web Consortium (W3C).

The growth and penetration of the Web have been spectacular. What started 
out as a way to share scientific papers had, within a decade, exploded to penetrate 
the retail, education, entertainment, and news sectors.

Businesses and other organizations have established private networks using 
Internet and Web technologies to allow users to find, use, and share documents and 
Web pages. In some large companies, intranets have become the primary means 
for employees to obtain and share work-related documents, share knowledge, col-
laborate on designs, access e-learning, and learn about company news. Intranets use 
traditional Internet protocols to transfer data. They usually reside behind firewalls 
for security, and are not limited by physical location: anyone anywhere in the world 
can be on the same intranet. Intranets also link users to the outside Internet and, 
with the proper security in place, may use public networks to transfer data.

Like intranets, extranets are private networks that use Internet protocols. The 
difference is that they are designed to provide a safe way to allow transactional 
business-to-business activities between an organization and its suppliers, partners, 
or customers. For example, the automotive industry uses extranets to cut down on 
its redundant ordering processes and keep suppliers up-to-date on parts and design 
changes, thereby shortening response times to suppliers’ problems and questions. 
Suppliers can receive proposals, submit bids, provide documents, or collect pay-
ments through an extranet site. Because an extranet has restricted access, it can be 
connected directly to a company’s internal systems.

2.3.4  Mobile Society, Wireless Lifestyle
The emerging wireless lifestyle goes well beyond the use of cellular phones and pag-
ers to a fundamental extension of the Internet from a fixed, wired environment to 
one that is wireless, allowing access to information anywhere and anytime. Today, 
cafés, restaurants, hotels, malls, and other businesses offer “hotspots”—wireless 
extensions of existing high-speed broadband Internet accounts. Any wireless fidel-
ity (WiFi)9-enabled device can access the Internet while operating within range of 
the wireless extension. In addition to these “fixed” wireless sites, consumers can 
make use of mobile wireless—operating aboard motorized, moving vehicles—
and portable wireless. Applications include not only telecommunications, but also 
entertainment, interpersonal communications, multimedia messaging, mobile pay-
ments, and location-based information services.

A number of key technologies underlie this significant trend. First, pocket-sized 
wireless communication devices are proliferating. These integrate voice and data, 
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and support multiple functions, including voice communications, e-mail and text 
messaging, and Internet access, as well as many other capabilities normally asso-
ciated with fixed computers. Continuing improvements are leading to devices of 
smaller size, lower weight, and extended battery life.

Second, the wireless communications networks are improving in connectiv-
ity, capacity, and security. Examples of wireless communication technologies 
include General Packet Radio Service (GPRS), a packet-based wireless commu-
nication service that provides continuous connection to the Internet for mobile 
phone and computer users, and Wireless Application Protocol (WAP), a set of 
communication protocols to standardize how wireless devices can be used for 
Internet access.

Location-aware computing is another wireless trend that leverages the position 
location services of the Global Positioning System (GPS). It promises to provide 
individuals and businesses with localized services, such a local maps, as well as the 
ability to locate and track key people and assets.

2.3.5  Increased Reliance, Increased Risk
The explosive growth of the Internet, intranets, and extranets reflects their increas-
ing importance for government and business operations as well as for individual 
usage. As the Internet has become more critical to achieving business goals—reduc-
ing operating costs, increasing organizational collaboration, increasing sales—it 
has become more tightly coupled to the organization’s business practices. In effect, 
what has emerged is a rich set of network-enabled business processes, such as 
Enterprise Resource Planning (ERP) systems, network operations, and electronic 
commerce operations, that inherently depend on the availability of the network. 
Increased dependence on the network means that any disruption of the network 
can paralyze an organization’s fundamental business processes.

Disruptions to the network come from multiple sources, both accidents and 
deliberate attacks. In 1999, for example, a backhoe inadvertently cut a fiber cable, 
resulting in nationwide disruptions of communications. Traffic had to be rerouted 
around the cut cable, causing congestion in the other parts of the network. Traffic 
between the East and West Coasts was as much as 50 times slower, and some 
affected companies had to close down their operations temporarily (New York 
Times, 30 September 1999). In 2007, a fire started by a homeless man disrupted 
service between Boston and New York on the experimental Internet 2 network 
(Gaffin, 2007).

But the most publicized disruptions have resulted from malicious attacks. 
During one week in 2000, Distributed Denial-of-Service (DDS) attacks brought 
down many well-known Internet sites, including Yahoo!, Buy.com, eBay, 
Amazon, Datek, E*Trade, and Cable News Network (CNN). In such a DDS 
attack, hackers remotely install software called “bots” on hundreds or thousands 
of machines on the Internet and use these machines to launch a coordinated 
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attack on a targeted system. The flood of incoming Internet Protocol (IP) pack-
ets can force the targeted site to shut down, thereby denying service to legiti-
mate users.

In July 2001, Code Red, a self-propagating worm,10 began to exploit vulner-
abilities in Microsoft’s Internet Information Server. Later that same month, Code 
Red II was launched, and shortly after September 11, 2001, NIMDA (“admin” 
written backward) was detected. NIMDA started in the United States and, within 
an hour, had infected 86,000 computers. By the next day it had spread to Europe 
and Asia, where it was disrupting Internet traffic. (It is worth noting that these 
worms exploited well-recognized vulnerabilities for which patches had been avail-
able for over a year.)

In October 2002, an attack on the 13 root servers11 that manage worldwide 
Internet service brought down seven of those servers and caused two others to fail 
intermittently. Interestingly enough, while the attack was massive, it actually did 
little to disrupt the Internet, largely because of the heavy reliance on the local serv-
ers used to handle requests initially. It is only when the local server cannot resolve 
an address that a request is forwarded to one of the root servers.

These and other such examples highlight the vulnerability of the Internet to 
asymmetric threats. Relatively few resources—in these cases, an unwitting backhoe 
operator or a few hackers armed with readily available scripts—are needed to attack 
a network and cause significant impact. This, in turn, increases the attractiveness 
of a cyber attack on the network for adversaries who are motivated by financial 
gain, ideology, revenge, or even simple mischief.

The complexity of the network and, in particular, of software increases vul-
nerabilities that can be exploited. At the same time, the very complexity of the 
network and its “loose coupling” and “scale-free”12 aspects serves to insulate it to 
some degree. Here, “scale-free” refers to situations in which most of the nodes of a 
network will be loosely connected, while a minority will be very richly connected.

Regardless of the source or motivation, a disruption can have potentially mas-
sive economic impacts, and those impacts can be global. Damage can include lost 
sales, the need to replace hardware, hampered productivity, and cost to reputation. 
In addition, there are increasing costs associated with preventing, detecting, and 
repairing attacks.

2.4  Institutional trends: enterprisewide, 
top-Down perspective

Investments in information technologies enable increased interconnectivity and 
increased interoperability. The potential of this interconnectivity and interoper-
ability has fueled fundamental changes in how organizations expect to conduct 
their operations. Yet, at the same time, government agencies and corporations are 
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hampered by the existing inventory of systems—often referred to as legacy sys-
tems. These systems may have been developed for specific parts of the enterprise, 
are often tailored to local needs, and can be difficult to adapt to the new business 
models. Rather than enabling interconnectivity and interoperability, these legacy 
systems constitute barriers. For example, General Motors (GM) discovered that 
the company had more than a dozen SAP AG13 systems deployed globally, each of 
which was a different release and was used in slightly different ways. The resulting 
incompatibilities slowed GM’s progress toward its goal of having a common mobile 
system (CIO Staff, 2004).

Until recently, enterprises made their investment decisions locally to support a 
particular function or business unit, resulting in separate, often “stovepiped” sys-
tems that mirrored the “stovepiped” organizational units they supported. This did 
not present a problem as long as the supported units continued to operate inde-
pendently. However, when organizations wanted to realign their organizations and 
processes, improve performance, reduce costs, or develop new capabilities, they 
found that they were hampered by gaps, incompatibilities, and/or systems that did 
not allow ready adaptability.

The response of both the government and commercial sectors has been to take 
an enterprisewide and top-down perspective toward defining the capabilities that 
the enterprise needs to implement. By enterprisewide we mean all the organizational 
elements and associated resources—people, processes, and information—that work 
together to achieve a common mission. By top-down we mean that the process is 
driven by the enterprise’s vision, mission, and strategic agenda and uses these to 
develop and manage its investments, including those associated with its informa-
tion infrastructure. The investment portfolio, in turn, defines the projects that will 
be implemented. Contrast this with the traditional approach to investments, in 
which each organizational unit defines its own needs and structures its own proj-
ects more or less independently of others in the enterprise.

2.4.1  Clinger-Cohen Act of 1996
The Clinger-Cohen Act of 199614 mandates this enterprisewide and top-down per-
spective for U.S. federal agencies. It explicitly requires that investments in infor-
mation technologies be linked to the accomplishment of the agency’s mission and 
goals. In addition, it directs that agencies link their IT investment process to their 
capital planning process. A key provision of the Act was establishment of the role 
of Chief Information Officer (CIO) in each agency—a position that had emerged 
in the early 1980s in industry. Agency CIOs report directly to the agency execu-
tive and have information management as their primary portfolio. This has had 
several key effects. First, it elevates the position to an executive level and establishes 
an advisory relationship between the CIO and the chief executive officer. It also 
emphasizes the strategic linkage between investments in IT and the agency’s mis-
sion. This parallels the evolution of the role of CIO in the commercial world from 
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a purely technical support function—in effect, a service provider—to an executive, 
strategic position.

The Clinger-Cohen Act instituted various other important measures. Among 
them are business process reengineering as a precursor to information technology 
(IT) investment, prioritization of IT initiatives using analysis of alternatives and 
return-on-investment techniques, and development of integrated agency-wide IT 
architectures.15 Now termed “enterprise architectures,” they are intended to link the 
business’s IT strategy to the organization's mission, strategy, and processes.

2.4.2  Enterprise Architectures
Enterprise architecture is expected to play a central role in the enterprise life cycle 
(Figure 2.2) (Cady, 2003). U.S. federal agencies face a renewed mandate to develop 
agency-wide enterprise architectures to improve planning and better understand 
the impact of technology investments on their overall agency operations. The U.S. 
Office of Management and Budget (OMB) currently requires agencies to define 
their enterprise architectures within the scope defined by the OMB’s Federal 
Enterprise Architecture (FEA) Office before agency programs can receive fund-
ing. The OMB expects that, by implementing the FEA approach, agencies will 
achieve greater internal efficiencies, streamline business operations, and improve 
interagency collaboration.

An enterprise architecture is expected to describe all aspects of an organiza-
tion—its mission, organizational structure, business processes, and information 
exchanges—and relate them to the enabling information resources (see Figure 2.3). 
Its goal is to align all business functions and operations with the mission and to 
identify the changes necessary to carry out the agency’s strategic plan. A sequencing 
plan describes the order in which these changes will be made.
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Strategic
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Investment
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Figure 2.2 enterprise life cycle. (adapted from Cady, a. 2003. technologies for 
enterprise modernization, the mItre Corporation, mcLean, Va, 30 September 
2003).
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Although most discussions of enterprise architecture are based on the orga-
nization as the enterprise, an enterprise can—and often does—extend beyond a 
single organization. The enterprise can be a functional area that involves multiple 
organizations, as in the case of supply chain partners, or can even involve sev-
eral functional areas. The architecture of an extended enterprise is envisioned as a 
potent tool that would enable collaboration among the participants of such a cross-
organizational enterprise.

2.4.3  Changes to the DoD Requirements Process

In the U.S. DoD, recent changes in key management processes also emphasize 
this new enterprisewide and top-down perspective. Most prominent is the revised 
requirements generation process. Traditionally, the DoD implemented require-
ments from the bottom up, with each military Service and agency defining its own 
needs and proposing its own programs. Frequently, the resulting systems could 
only be integrated after they were built, and then often with considerable difficulty 
and cost. This bottom-up approach has been viewed as overemphasizing the inter-
ests and needs of the individual military Services at the expense of joint warfighting 
needs. It can also yield potentially duplicative capabilities—different approaches to 
achieving the same end.

In response, the DoD has promulgated a radically different process (Figure 2.4). 
The Joint Capabilities Integration and Development System (JCIDS)16 is deliber-
ately top-down and builds on strategic plans and warfighting visions. Through a 
series of structured analyses, it identifies and describes necessary capabilities and 
gaps. These capabilities and gaps, in turn, form the basis for defining the invest-
ments to be made. By bringing more organizations into the early phases of the 
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process, JCIDS is intended to improve coordination and provide a broad-based 
review of capability proposals.

The JCIDS defines a series of documents that are linked to the acquisition pro-
cess. These documents become increasingly specific over the life of a project, start-
ing with identification of a capability gap, continuing by identifying the attributes 
of a proposed system, and progressing to identifying production attributes for a 
single increment of a program.

Concurrently, the DoD revised its acquisition policy.17 A key dimension of 
the new acquisition policy is that it makes evolutionary acquisition the preferred 
strategy for rapid acquisition of mature technologies (Figure 2.5). In so doing, it 
de-emphasizes the traditional single-step approach—sometimes referred to as the 
“big bang” approach—and institutionalizes an acquisition strategy that emphasizes 
incremental fielding of capabilities as they mature.
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2.5  Implications for Systems and programs
How do these operational, technical, and institutional trends affect the systems 
that are and will be developed? They have several significant implications.

First, there is a trend toward increased program scale and scope as single acquisi-
tion programs encompass what in the past would have been separate acquisition 
efforts. The U.S. Army’s Future Combat Systems (FCS) is one such example. In 
this case, a single acquisition program is responsible for acquiring and integrating 
a range of manned and unmanned platforms as well as the communications, com-
mand and control, sensors, and processing capabilities that tie them together.

Commercial and government enterprises are also seeking to integrate separate, 
often isolated, operations, processes, and information. In so doing, they are tak-
ing an organization-wide perspective on how they organize and operate. Decisions 
about investments in individual information technologies, previously made locally, 
are now being made at the enterprise level.

A related trend is the convergence of previously independent systems. It is not only 
newly initiated programs that are being affected. Programs that were previously 
separately managed are being organized into cooperative efforts. For example, the 
Global Command and Control System (GCCS) has had several variants, each 
focused on meeting the particular needs of the individual funding organizations. 
They sought to unite these separate efforts (Joint, Army, Maritime, and Air Force) in 
a common development and engineering effort called the Net-Enabled Command 
Capability (NECC). While the NECC allowed for extensions to meet unique ser-
vice needs, the intent was to emphasize a common core capability. Development 
was to be allocated to the different program offices based on their specific areas 
of expertise. 

Similarly, the U.S. Missile Defense Agency was established to oversee and direct 
the development of a layered Ballistic Missile Defense System (BMDS) that will 
combine several programs into one system capable of destroying an enemy missile 
from shortly after launch to shortly before impact on the intended target. These 
previously separate programs, now termed “elements,” include land-based systems 
such as the Patriot Advanced Capability-3 and the Terminal High Altitude Air 
Defense,18 sea-based systems such as the Aegis Ballistic Missile Defense, and space-
based systems such as the Space Tracking and Surveillance System.

The combination of increased scale and scope and convergence of previously 
separated systems translates into systems that cross traditional boundaries. These 
boundaries can be organizational, as in the case of the NECC, which had been 
initially organized along service interests, or they can be based on function or dis-
cipline. As in the example of the Army’s FCS, we would expect to see systems that 
span the areas of operations, logistics, and training—domains that until now were 
supported by separate systems and managed by separate communities. The same 



Context and Trends  ◾  31

holds true across discipline boundaries, such as the various intelligence disciplines 
(e.g., signals intelligence or imagery intelligence). Crossing such traditional bound-
aries is difficult and not always successful. It is worthwhile noting that in 2009, 
Congress, in effect, directed the termination of the NECC program, citing a lack 
of coordination between the services on how to proceed.

Information technologies will continue to be at the core of these emerging, large-
scale systems as developers seek to leverage commercial technologies and common, 
often commercial, standards. As this occurs, there will be continued growth in inte-
gration and a commensurate decline in custom developments. The integration chal-
lenge will continue to increase as the efforts focus on integration of heterogeneous 
components. Not only do we expect the components to be diverse, but the develop-
ment activities will also be distributed across multiple, often physically dispersed, 
activities that may or may not report within a common organizational structure.

In addition to the above primarily structural and organizational considerations, 
additional implications touch on the requirements for the systems themselves. These 
systems must accommodate rapidly evolving needs, organizational patterns, and 
enabling technologies. We will not always be able to state, with any reasonable 
precision and certitude, a set of required attributes that can be expected to remain 
constant over the course of a lengthy development effort. Instead, we anticipate that 
the needs will evolve in parallel with and often in response to the evolution of the 
systems themselves.

The concept of “unlikely partners” applies here. Traditionally associated with 
the world of mergers and acquisitions, this concept connotes alliances between 
organizations that have either been direct competitors or that, despite substantially 
different orientations, approaches, and interests, need to come together to work 
toward some common objectives. This concept is paralleled in the DoD, notably in 
coalition and interagency operations, as illustrated by operations in Afghanistan. In 
Operation Enduring Freedom, we have seen operations that integrated Army and 
Marine Corps forces, Special Operations Forces (SOF), other government agencies 
(notably the Central Intelligence Agency), and indigenous forces. No architecture 
or use case could have anticipated this particular set of partners, and certainly no 
information exchange requirement could have predicted the specific pattern and 
content of their interchanges.

The same notion of “unlikely partners” applies not only during operations, but 
also during development. The broader the scope of the system, the more diverse the 
set of stakeholders who may come to the table with different administrative, cul-
tural, technological, and organizational perspectives and different objectives they 
wish to pursue.

Unlikely partners can, and do, occur among government agencies and between 
federal, state, and local governments. They can also occur in business. Consider the 
business and technical collaboration agreement announced in 2006 between arch 
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competitors Novell and Microsoft to make their products, the Linux platform and 
open source software, and Microsoft’s proprietary Windows®, work better together. 
They agreed to collaborate on the development of specific technologies, to promote 
each other’s products, and to create a joint research facility. In addition, they pro-
vided each other’s customers with assurance against patent infringement claims, 
giving their customers confidence that the technologies they use are compliant with 
the patents of both companies. In addition, Microsoft agreed not to enforce its pat-
ents with individual, non-commercial Linux developers. A joint letter to the Open 
Source Community from Novell and Microsoft stated that “Today’s announce-
ment of the collaboration between Microsoft and Novell marks the beginning of a 
new era: Microsoft is coming to terms with Linux.” Moreover, it goes on to say:

Why is Microsoft doing this? Because they recognize that customers 
today are deploying mixed source solutions—Windows and Linux—
and they want these solutions to work well together. This will help 
Microsoft by making it easier for Linux customers to deploy Windows 
in their Linux environments. Microsoft is committing significant 
resources to promote joint Windows-Linux solutions. This is all about 
co-existence and giving customers greater choice.

As an interesting aside, while this agreement was being formulated, Novell 
continued action on a suit, filed in 2004, that alleged that Microsoft had used 
anticompetitive practices against an earlier Novell product line, the WordPerfect 
office software suite.

Finally, the emerging systems are expected to be increasingly complex. The side 
effect of having systems that accommodate multiple communities and interests, 
and are themselves evolving, is that the system behavior will not always be predict-
able, but instead will emerge from the interaction of the components.

2.6  a Look ahead
This chapter briefly sketched a view of the current situation and the near future, pri-
marily using U.S. defense as the context: rapidly evolving, large-scale, richly inter-
connected systems intended to bridge traditional boundaries. These systems are not 
merely scaled-up versions of the systems that were developed in the latter half of 
the twentieth century, but instead represent a significant departure. The practice 
of systems engineering has evolved over the past half century and will inevitably 
continue to evolve to meet the requirements imposed by this new class of systems. 
The traditional processes and practices must be reexamined for their efficacy and 
suitability in this new, more challenging systems engineering environment.
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endnotes
 1. Available online at www.defenselink.mil/speeches/speech.aspx?speechid=488 (accessed 

27 February 2008).
 2. The transcript of this briefing is quoted in Cordesman (2003) and is also available 

online at: http://www.globalsecurity.org/wmd/library/news/iraq/2003/iraq-030322-
centcom03.htm (accessed 27 February 2008).

 3. “Network-centric operations” are defined as military operations that are enabled by the 
networking of the force. When these operations take place in the context of warfare, 
the term “network-centric warfare” applies (DoD, 2001a, b).

 4. The National Plan to Achieve Maritime Domain Awareness, published in October 2005, 
establishes a set of near- and long-term actions and assigns responsibility for them 
(DHS, 2005).

 5. In November 1998, traffic on the Woodrow Wilson Bridge spanning the Potomac River 
was brought to a halt for several hours as a man threatened to jump from the bridge. 
First responders from the State of Maryland, the Commonwealth of Virginia, and 
the District of Columbia found that lack of interoperability hampered their ability to 
coordinate and respond to incidents such as these.

 6. Available online at www.internetworldstats.com (accessed 27 February 2008).
 7. In 1995, the Federal Networking Council passed a resolution defining the term “Internet”: 

RESOLUTION: The Federal Networking Council (FNC) agrees that the following lan-
guage reflects our definition of the term “Internet”. “Internet” refers to the global infor-
mation system that—(i) is logically linked together by a globally unique address space 
based on the Internet Protocol (IP) or its subsequent extensions/follow-ons; (ii) is able 
to support communications using the Transmission Control Protocol/Internet Protocol 
(TCP/IP) suite or its subsequent extensions/follow-ons, and/or other IP-compatible pro-
tocols; and (iii) provides, uses or makes accessible, either publicly or privately, high level 
services layered on the communications and related infrastructure described herein.

 8. The ARPANET, a computer communications network, was developed under the spon-
sorship of the Department of Defense, Advanced Research Projects Agency (ARPA), as 
it was then known.

 9. WiFi stands for and also refers to wireless Internet being 802.11 enabled.
 10. A worm is a computer virus that is designed to copy itself and thereby spread across the 

network, most often by e-mail, but also via other routes. As the worm spreads, it creates 
additional traffic that clogs servers. Some worms can also damage computer systems.

 11. The Domain Name Service (DNS) is an Internet service that translates Internet address 
names into their corresponding numeric IP addresses. There are currently 13 DNS root 
servers, managed by different organizations, spread around the world. Initial requests 
are normally routed to a local server. If the address cannot be resolved locally, then it is 
passed to the root server.

 12. Random networks are those in which most nodes have approximately the same num-
ber of links. By contrast, scale-free networks obey a power law distribution. In the latter 
case, while most nodes have only a few links, a few nodes have a very large number of 
links. For a more detailed discussion of scale-free networks and the implications for 
network topology, see Barabasi (2002).
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 13. SAP AG is a German company that develops a wide range of enterprise software 
applications.

 14. The fiscal year 1997 Omnibus Consolidated Appropriations Act, Public Law 104-208, 
renamed both Division D (The Federal Acquisition Reform Act) and E (the Information 
Technology Reform Act) of the 1996 DoD Authorization Act, Public Law 104-106, as 
the “Clinger-Cohen Act of 1996.”

 15. Clinger-Cohen defines information technology architecture as “an integrated frame-
work for evolving and maintaining existing information technology and acquiring 
new information technology to achieve the agency’s strategic goals and information 
resources management goals.”

 16. Formalized in Chairman Joint Chiefs of Staff (CJCS) Instruction CJCS 3170.01E, 
dated 11 May 2005, which provides a top-level description and organizational respon-
sibilities. The companion CJCS Manual (CJCSM) CJCSM 3170.01B describes the 
JCIDS analysis process, defines performance attributes and key performance param-
eters, describes the validation and approval process, and defines document content.

 17. DoD Directive 5000.1 was revised to retain principles and emphasize innovation and flex-
ibility. DoD Instruction 5000.2 was rewritten to focus on required outcomes and statutory 
requirements and less on regulatory requirements. DoD Regulation 5000.2-R was can-
celed. It became a “guide” that provides expectations, best practices, and lessons learned.

 18. Previously, Theater High Altitude Air Defense.
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3Chapter 

mega-System Concepts

The preceding chapter (Chapter 2) dis-
cussed the forces—operational, technical, 
and institutional—moving us toward 
the implementation of large-scale, richly 
interconnected systems. These systems 
have been referred to as “systems of 
systems,” “families of systems,” “enter-
prises,” and other such terms connot-
ing that they are composed of elements 
that are purposeful systems in their 
own right. Because these terms mean different things to different communities, 
the term “mega-systems” has been chosen as an umbrella term to refer to this class 
of systems.

Mega-systems are characterized not only by scale (larger versus smaller), com-
plex behavior, and the fact that they cross traditional boundaries, but also by “nest-
edness.” Just as they are composed of multiple separate systems, they themselves 
constitute part of one or more even larger mega-systems. Moreover, to achieve their 
goals and objectives, they must interact with external but related systems.

3.1  what Is a System?
Professional organizations, standards bodies, and the professional literature have dif-
ferent definitions of the term “system.” Examples of such definitions include the 
following:

It is important to note that there 
is no community-wide agreement 
on terminology and, consequently, 
no common lexicon. The differ-
ence in terminology reflects, to a 
large degree, different perspectives 
on the same phenomenon.
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“A set or arrangement of things so related or connected as to form a unity or  ◾
organic whole” (Webster, 1996).
“A set of interconnected elements that achieve a given objective through the  ◾
performance of a specified function” (IEEE, 1997).
“The top element of the system architecture, specification tree, or system  ◾
breakdown structure that is comprised of [sic] one or more products and asso-
ciated life-cycle processes and their products and services” (IEEE, 1997).
“An interdependent group of people, objects, and procedures constituted to  ◾
achieve defined objectives or some operational role by performing specified 
functions. A complete system includes all the associated equipment, facilities, 
materiel, computer programs, firmware, technical documentation, services, 
and personnel required for operations and support to the degree necessary for 
self-sufficient use in its intended environment” (IEEE, 1997).
“A specific grouping of subsystems, components, or elements designed and  ◾
integrated to perform a military function” (OSAF, 2000).
“1. The organization of hardware, software, material, facilities, personnel,  ◾
data, and services needed to perform a designated function with specified 
results, such as the gathering of specified data, its processing, and delivery to 
users. 2. A combination of two or more interrelated pieces of equipment (or 
sets) arranged in a functional; package to perform an operational function 
or to satisfy a requirement” (DAU, 2005).

The term “system” can also refer to social and economic systems. Thus, Russell 
Ackoff (1994) defines a social system as a “whole that cannot be divided into inde-
pendent parts”. He goes on to state that “the performance of a system obviously 
depends on the performance of its parts, but as important, if not the most impor-
tant aspect of a part’s performance is how it interacts with other parts to affect the 
performance of the whole.”

While the definitions cited above differ in their perspectives and thus their 
specifics, they have several characteristics in common:

 1. They all agree that a system is composed of elements. These elements, which 
can be hardware, software, or even “liveware” (people and procedures), have 
well-defined functions within the system context.

 2. The elements are somehow interconnected or integrated.
 3. The elements, working together, perform specific functions.
 4. Inherent in the concept of a system is the notion of self-sufficiency; that is, 

the system as a whole achieves a given objective through the performance of 
its constituent elements.

 5. The system has a boundary that distinguishes it from the environment in 
which it operates. The boundary may be physical, as in the case of a visible 
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entity, or conceptual. The system may stand alone or it may interact with 
other systems outside its boundary. In both cases, there is a clear distinction 
between inside and outside.

It is interesting to note that none of these definitions mentions scale. In fact, a 
system can range from something quite small physically, such a personal computer, 
to something very large, such as an airplane or an assembly line. It can be a physi-
cal construct, a social and organizational entity, or even an organism. It can be 
engineered—that is, man-made—or it can exist in the natural world.

3.1.1  Systems as Components of Larger Systems
Just as systems are made up of components—subsystems—so, too, systems can 
interact with related external systems to provide a desired capability. In effect, there 
are three tiers: (1) the system, (2) the components of the systems (its parts), and 
(3) the larger system (the “containing system” in Ackoff’s terms) of which it is a 
part. For example, an aircraft navigation system consists of various components 
and is itself part of a larger system, the aircraft system. In turn, the aircraft system 
interacts with other systems, such as the air traffic control system, to form the 
overall air transport system, which in turn represents one part of the national and 
global transportation network.

From the perspective of a higher tiered system, the parts are components. From 
the perspective of a lower tiered system, the larger whole is the containing system—
the environment or context. This is the notion of nestedness (Figure 3.1).

To complicate matters further, a system can simultaneously be a component of 
more than one “containing system.” Thus, a weapon system can be a component of 
that military service’s mega-system while at the same time being a component 
of the joint mega-system specific to a particular theater of operations. Similarly, 
an organization’s information system can serve the company’s internal operations 
while simultaneously enabling information to be shared externally with its suppli-
ers and other strategic partners.

Another example comes from the DoD. Writing in 1996, Admiral William A. 
Owens, then Vice Chairman of the Joint Chiefs of Staff, described the vision of an 
emerging U.S. military system-of-systems that, in his words, “…is at the heart of 
the American revolution in military affairs (RMA). It embodies a new apprecia-
tion of joint military operations, for the system-of-systems depends ultimately on 
contributions from all the military Services, a common appreciation of what we are 
building, and a common military doctrine” (Owens, 1996).

This vision, which would result in a “qualitative jump in our ability to use mili-
tary force effectively,” entails weaving together three separate “technology paths,” 
each of which is very large and complex in its own right:
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 1. Intelligence, surveillance, and reconnaissance technologies, including sen-
sors and reporting technologies as well as the means to keep track of our 
own forces, to dramatically expand the capability to maintain real-time, all-
weather awareness of what is occurring throughout a large geographical area

 2. Command, control, communications, and computer applications and intel-
ligence processing technologies to translate awareness of what is occurring on 
the battlefield into understanding and into directives for forces to execute

 3. Precision force technologies, including, but not limited to, precision-guided 
weapons

3.1.2  What Is a “System-of-Systems?”
The term “system-of-systems” is most commonly used to refer to systems made 
up of elements that are themselves systems. A system-of-systems can, in fact, be 
divided into its independent parts.

At lower levels in the hierarchy, the system-of-systems can be physically bounded 
on a single platform (such as the automotive system shown in Figure 3.1). At higher 
levels it becomes more abstract, consisting of a grouping of independent but inter-
acting systems.

While there is no universally accepted definition, perhaps the best—certainly 
the most often repeated and cited—characterization of a system-of-systems was 
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provided by Maier (1996). Maier differentiates a system-of-systems from other very 
large and complex, but monolithic, systems. For Maier, a true system-of-systems 
has the following characteristics:

 1. Operational independence of the elements. If the system-of-systems is disas-
sembled into its component systems, the components must be able to usefully 
operate independently. The system-of-systems is composed of systems that 
are independent and useful in their own right.

 2. Managerial independence of the elements. The component systems not only 
can operate independently, they do operate independently. The component 
systems are separately acquired and integrated but maintain a continuing 
operational existence independent of the system-of-systems.

 3. Evolutionary development. The system-of-systems does not appear fully 
formed. Its development and existence is evolutionary with functions and 
purposes added, removed, and modified with experience.

 4. Emergent behavior. The system performs functions and carries out purposes 
that do not reside in any component system. These behaviors are emergent 
properties of the entire system-of-systems and cannot be localized to any 
component system. The principal purposes of the system-of-systems are ful-
filled by these behaviors.

 5. Geographical distribution. The geographical extent of the component sys-
tems is large. Large is a nebulous and relative concept as communications 
capabilities increase, but at a minimum it means that the components can 
readily exchange only information and not substantial quantities of mass 
or energy.

Maier (1996) also points out that systems can be classified according to 
the approaches used in managing them. He identifies three categories: directed 
systems, collaborative systems, and virtual systems. These categories also apply 
to systems-of-systems:

 1. Directed systems-of-systems are built and centrally managed to fulfill specific 
purposes. Maier (1996) cites an integrated air defense system as an exam-
ple of this class of systems-of-systems because, while its component systems 
may operate independently, the entire system is usually centrally managed to 
defend a region against enemy air attack.

 2. Collaborative systems-of-systems have a central management authority but 
lack coercive or directive power. As in the Internet, components of such sys-
tems voluntarily collaborate to fulfill agreed-upon central purposes.

 3. Virtual systems-of-systems lack both a central management authority and, 
indeed, a centrally agreed-upon purpose. As in the example of the World 
Wide Web, large-scale behavior emerges but it does so through relatively 
invisible mechanisms.
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3.1.3  What Differentiates “System-of-Systems” 
from Similar Terms?

As writers struggle to define the characteristics of a system-of-systems, new terms 
are introduced to highlight particular features and dimensions.

A federation of systems is a special case of a system-of-systems. Krygiel (1999) 
defines a federation of systems as one in which the component systems are managed 
by separate—although collaborating—organizations, each with its own methods, 
technologies, and schedules. Consequently, the components of a federation of sys-
tems are more autonomous, more heterogeneous, and more widely distributed than 
those that make up a system-of-systems. Thus, the term “federation of systems” 
focuses on the managerial independence of the systems that comprise the system-
of-systems. An example of such a federated system is a modeling and simulation 
system that uses a common infrastructure to exchange information among indi-
vidually developed models.

The term network of systems focuses on another aspect of Maier’s characteriza-
tion: geographical dispersion. In this case, the component elements are geographi-
cally distributed and their interactions are limited to information exchange through 
the communications network (Matthews et al., 2000) The Internet is one example; 
a network of distributed sensors is another.

A family of systems has a fundamentally different connotation. While it also 
consists of separate systems, it is more akin to a product line in which the members 
of the family share certain features for consistency and efficiency while allowing for 
necessary specialization to accommodate the range of needed capabilities. To that 
extent, the family of systems consists of independent systems that can be arranged 
or tailored in various ways to meet specific needs. An example of such a family 
of systems is the former GCCS. The GCCS Family of Systems (as it was indeed 
referred to) consisted of a number of service-specific variants, each developed on a 
common software infrastructure. A separate program office managed the develop-
ment of each variant. A second example of a family of systems is the Army Future 
Combat System. This program, under a single Army program manager, was respon-
sible for developing and managing a number of manned ground combat vehicles, 
unmanned ground and aerial vehicles, and unattended sensors and munitions, 
many of which share common components for reasons of improved efficiencies 
and low logistics burdens. Tying these individual systems together is a network of 
Command, Control, Communications, Computers, and Intelligence, Surveillance, 
and Reconnaissance (C4ISR) capabilities.1

An enterprise system is a social system. It is an organization of people and other 
resources in one or more locations with a common mission that is implemented by 
automated or semi-automated business processes, associated information exchanges, 
and supporting technical infrastructure. It can be a single organization or it can 
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include external partners. When it includes external partners, it is often referred to 
as an “extended enterprise.” Corporations, government agencies, and membership 
organizations are all examples of extended enterprises. From the perspective of the 
computer industry, an enterprise is both the organization that uses computers and 
the large-scale, organization-wide network that enables the organization to accom-
plish its missions.

What is the significance of these different terms?

 1. They all address a common concept that is well recognized and, in many 
cases, deliberately sought after: achievement of a fundamentally new and 
desirable capability through the cooperative interaction of what may other-
wise have been separate systems.

 2. More than a decade after Maier’s paper, it is clear that while there may be an 
intuitive understanding and wide recognition of this concept, there is still no 
commonly accepted terminology.

 3. The very existence of multiple terms indicates that different authors have each 
focused on particular dimensions of the same problem and suggests that no 
one-dimensional view will be sufficient. Clearly, multiple perspectives are 
needed instead.

3.2  mega-Systems
The term “mega-systems” is used as a convenient umbrella term to encompass 
notions of systems-of-systems, federations of systems, networks of systems, enter-
prise systems, and other such closely related terms. The term alludes to both the 
scale of these systems and the fact that they cross traditional boundaries.

3.2.1  What Are Mega-Systems?
“Mega-systems” are the large, complex systems that cross traditional boundaries 
to provide a level of functionality not achieved by their component elements. This 
definition encompasses the following salient characteristics:

 1. They are large, man-made systems. While “large” is clearly a relative term, 
these systems provide multiple functions, support multiple users, and may be 
distributed over a wide geographic area. They may support an enterprise or 
extend across multiple organizations that cooperate in achieving a common 
mission or objective.

 2. They are complex. By “complex,” we do not mean that they are complicated or 
difficult to construct, which they often are, or even that they have many com-
ponent parts, which they often do, but that they exhibit complex behavior, 
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both internally among their components and as a whole. Senge (1990) and 
Sterman (2000), both from MIT’s Sloan School of Management, also make 
this distinction, differentiating between detail complexity and dynamic com-
plexity. Detail complexity exists when a system has many components or a 
problem has many variables. Nevertheless, such complexity is tractable, given 
the right tools and sufficient resources. Dynamic complexity, on the other 
hand, is fundamentally different. “When the same action has dramatically 
different effects in the short run and the long, there is dynamic complexity. 
When an action has one set of consequences locally and a very different set 
of consequences in another part of the system, there is dynamic complex-
ity. When obvious interventions produce nonobvious consequences, there is 
dynamic complexity” (Senge, 1990).

   Internally, there are many possible interactions, some of which are pre-
dictable and expected, but others that are neither. Changes in the behavior 
of one element can—and do—have an impact on the behavior of other ele-
ments, often in unpredictable ways and under unanticipated conditions. (In 
medicine, this is known as “side effects”; more generally, this is referred to 
as “unintended consequences.”) The behavior of the mega-system as a whole 
cannot be inferred simply from knowing the behavior of each of its constitu-
ent elements. Rather, complex systems exhibit “emergent behavior”: behavior 
that accrues to the whole and is neither predictable from nor resident in the 
behavior of its constituent elements. In simpler terms, “the whole is greater 
than the sum of its parts.”2

 3. They cross traditional boundaries and do so intentionally. These boundaries 
are like fences in that they formalize and, in many cases, limited the inter-
actions between the “inside” and the “outside.” They could be functional 
boundaries, such as intelligence and operations in the military domain or 
marketing and engineering in the commercial domain. They could be orga-
nizational boundaries, such as different branches of military service, different 
agencies, or different corporations. Or they could be system boundaries that 
were initially structured to align functionally or organizationally. In fact, the 
broader the scope of the mega-system, the more boundaries it will end up 
crossing. But crossing these boundaries also brings with it its own unintended 
consequence: multiple stakeholders and multiple owners, each of which has 
specific interests and equities that may align under certain circumstances but 
may, and do, conflict in others.

 4. These mega-systems are rarely developed as a monolithic whole, but are 
formed through the process of integration; that is, they are “put together.” 
Often, the components being integrated are in various stages in their indi-
vidual life cycles and may have been developed using different standards and 
different design tenets.

 5. The constituent elements are, at least in part, independent systems that have 
been developed to fulfill separately defined functions and continue to do so 
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even when detached from the whole. Of special importance: the further up a 
system is in the hierarchy of systems (see Figure 3.1), the more likely it is that 
the constituent elements are independent systems, independently developed.

 6. These systems often have a significant human, organizational social dimen-
sion that contributes both to the complexity of behavior and to the evolution 
of the mega-system, both while its being developed and after it is put into 
operation.

3.2.2  Emergence of Mega-Systems
Mega-systems do not all emerge in the same way. Some are created after the fact 
from already-existing systems. Others are deliberately initiated as formal efforts 
intended to provide a boundary-spanning capability. Still others are assembled in 
response to an immediate and urgent need or opportunity.

It is worthwhile to note that mega-systems may emerge along one path and 
then transition to another. For example, mega-systems may originate as an effort to 
integrate “legacy” systems and then transition to a more formal integrated effort 
as sponsors, users, and developers encounter difficulties in integrating systems that 
were separately developed. Similarly, boundary-spanning solutions that are devel-
oped to meet an immediate need may later transition to formal acquisition efforts. 
In other cases, where the integration efforts proved successful, these may spawn 
other similar efforts to bridge separate systems.

3.2.2.1  “Composed” Mega-Systems

“Composed” mega-systems are those large-scale, complex systems that are formed 
from the integration of previously developed systems. This class of mega-systems 
most often comes to mind under the label “system-of-systems.”

This class of mega-systems has two distinguishing characteristics. First, the com-
ponent elements were initially developed separately to meet their local requirements, 
with no expectation that they would operate as part of a larger whole. Second, the 
mega-system is rarely formally structured as a single acquisition program. That does 
not imply that there were no requirements to interface (exchange information) with 
“external” systems. In fact, there is typically a long list of external interfaces specific 
to both the external system and the data/information exchange. What it does mean, 
however, is that there was no a priori concept—or vision—of the mega-system or of 
the outcomes that its operation could achieve. Instead, that concept or vision emerged 
only after the systems started (or in some cases completed) their separate developments. 
The resulting challenge is to integrate systems that were not individually designed to 
facilitate integration and, at the same time, to coordinate the efforts of separate pro-
gram developers who have may have no particular incentive to collaborate.3

While the component elements are often formal programs of record with their 
own constituencies, requirements documents, developers, schedules, and funding, 
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the composed mega-system typically lacks these. In the absence of formal author-
ity, organizational mechanisms, or funding, the composed mega-system must often 
rely on influence rather than directives to define common approaches. Frequently it 
takes an overarching goal or a common threat before the separate components are 
able (or willing) to act in concert.

One example of a composed mega-system is the Single Integrated Air Picture 
(SIAP), a project initiated to solve some long-standing problems related to track 
data for theater air and missile defense applications (see Chapter 7). While the 
participating systems all used the same data link standards, their implementations 
were sufficiently different that the results could not be readily integrated to yield 
common and unambiguous tracks of all airborne objects in the surveillance area. 
To reach this goal, the DoD established the SIAP System Engineering Task Force 
(SETF) to fix recognized problems in the existing network and to guide develop-
ment toward a future capability.

A second example of such a mega-system is Theater Battle Management Core 
Systems (TBMCS), a U.S. Air Force program that was initially structured to con-
solidate three legacy systems into a single, integrated command and control system 
(Figure 3.2). TBMCS was intended to provide a joint air operations center and 
its theater components with a common and shared air operations and intelligence 
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Figure 3.2 Integration of legacy systems into theater Battle management Core 
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database, as well as common software tools for planning, executing, and sustaining 
air war campaigns.

Rather than develop a new system, the initial task was to integrate the legacy 
systems using commercial-off-the-shelf (COTS) information technologies. The 
expectation was that the distinctions between the different components would dis-
appear over time. It is important to note that although TBMCS was structured as a 
formal program of record, the Air Force did not establish an overarching concept of 
operations for the integrated system, nor did it produce a new requirements docu-
ment. Instead, for a variety of reasons, the initial strategy was to use the existing 
requirements documents governing the legacy systems. Consequently, the require-
ments were expressed in terms of legacy system functionality. Despite encountering 
many challenges and failing its first operational test, TBMCS passed its second test 
event and received a favorable fielding decision. Since then, it has fielded several 
spirals of capability and is now deployed as the mandated system used to plan, 
manage, and execute the Air Battle Plan.4

3.2.2.2  “Designed” Mega-Systems

“Designed” mega-systems are also large, complex systems, but what differentiates 
them from other mega-systems is that they are established to develop a new capabil-
ity from a more-or-less clean sheet. This strategy is often a reaction to both technical 
and management problems encountered in trying to integrate separately developed 
systems. Because of their scale and the number of separate systems involved, these 
designed “mega-systems” can be massive undertakings.

The designed mega-system can be managed as a single program or as a family 
of cooperating programs. As formal programs, designed mega-systems have a des-
ignated program manager with funding authority, formal requirements documen-
tation, and a centralized systems engineering authority. Statutory and regulatory 
acquisition policies, such as independent operational testing, apply unless specifi-
cally waived.

What makes them mega-systems rather than just large monolithic systems is 
that the components are themselves systems, some of which already exist, others 
of which must be developed specifically for the particular effort. Because of the 
scale of the effort, the components are often acquired from multiple contractors, 
each specializing in a particular class of component. Consequently, much of the 
technical focus is on the interactions between these quasi-independent compo-
nents, and integration is the major technical activity and a well-recognized risk to 
be managed.

An example of a “designed” mega-system is the U.S. Army’s Future Combat 
System (FCS) program (Figure 3.3), which does significantly more than merely 
replace existing heavily armored ground combat systems with lighter, more readily 
transported vehicles. Instead, it is intended to be the cornerstone of the Army’s 
strategy of transformation into what is termed the “Future Force.” The FCS 
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collectively consists of a family of advanced, networked air and ground systems that 
will include both manned and unmanned platforms. Key to the integration of these 
individual platforms is a suite of information technologies; networked reconnais-
sance, surveillance, and target acquisition capabilities; and battle command sys-
tems. Unlike previous efforts in which weapon platforms were separately developed 
and separately fielded, this effort is directed at developing an integrated capability 
for a Brigade Combat Team.

A second example of a designed mega-system is the Distributed Common Ground/
Surface System (DCGS). This is a cooperative effort between the individual military 
Services, DoD agencies, and intelligence agencies to enhance real-time networking of 
Intelligence, Surveillance, and Reconnaissance (ISR) systems, improve access to ISR 
information by operational users in the field, and increase interoperability among ISR 
systems. Programmatically, DCGS is structured as an overarching family of inter-
connected systems for collecting, posting, processing, exploiting, and disseminating 
ISR information. It also serves as the DoD’s “hub” to effectively implement the infor-
mation sharing relationships between the warfighters, the intelligence analysts in the 
individual branches of the armed Services, and the various intelligence agencies.5

While each of the military Services is developing a particular variant (Figure 3.4), 
they are all committed to making the versions interoperable via a common informa-
tion infrastructure known as the DCGS Integration Backbone (DIB). The U.S. Air 
Force is developing this common infrastructure for use by all the Services, and a DoD-
level governance process has been established to ensure compliance and evolution.

Manned Systems Unmanned Aerial Vehicles

Unattended Munitions

Unmanned Ground Vechicles

Figure 3.3 the u.S. army’s Future Combat Systems (FCS).
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3.2.2.3  “Dynamically Assembled” Mega-Systems

“Dynamically assembled” mega-systems are assembled and integrated to meet an 
immediate operational need or opportunity. They may consist of systems of record 
along with commercial or government off-the-shelf components and operational 
prototypes. In many cases, they may encompass existing systems that are used in 
unconventional and totally unanticipated ways. There is little or no development 
activity. What development may occur is typically in the nature of “glue-ware”: 
software or gateways used to integrate systems not previously linked.

The customers are typically the combatant commanders, and their immediate 
and particular problems are the focus of the activity. Each problem, and the solu-
tion, may be unique to the situation, but the systems often demonstrate a possibility 
that had previously not been considered. Successful dynamically assembled mega-
systems often transition to more traditional engineering and acquisition activities 
or spawn other such efforts.

One example is the “cursor-on-target” rapid prototype (Figure 3.5) developed 
in response to a 2002 challenge to the Air Force community by the then U.S. 
Air Force Chief of Staff, General John Jumper, to develop net-centric operational 
capabilities to realize his machine-to-machine vision where “the sum of all wisdom 
is a cursor over the target.”6 The capability was designed to answer an Operation 
Northern Watch7 request for a system that could rapidly feed accurate target coor-
dinates from a combat controller in the field directly into the cockpit of a strike 
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fighter aircraft (the F-15E). Until then, the procedure was to pass target by voice 
with all the attendant possibilities of error and delay.

The solution was a machine-to-machine approach (Miller, 2004) for moving 
a core set of target coordinate data (what, where, and when) from an intelligence 
workstation, called Raindrop,8 via the existing communications link (Joint Tactical 
Information Distribution System, also referred to as JTIDS), to the targeting sys-
tem aboard the aircraft).9 This approach was extended to allow integration of other 
sources of targeting data, such as that generated by troops on the ground using a 
global positioning system (GPS) and a laser rangefinder.

A second example was the development of a capability to interlink existing com-
mand networks in support of operations in western Iraq. One network, Link 16, 
had already been installed on many of the airborne sensors and on F-15 strike air-
craft. The other, the Situational Awareness Data Link (SADL), had been developed 
several years previously by the Air National Guard and Air Reserves as a means 
to display position location data of friendly ground troops in the cockpit of an 
aircraft providing close air support. Neither of these networks had been designed 
to interoperate with each other, nor had anyone conceived of a situation in which 
that would be required. Furthermore, SADL was originally designed to work with 
a specific ground force radio,10 but the ground forces in western Iraq were primarily 
Special Operations Forces (SOF) who used a different suite of radios.

In response to this situation, the Air Force rapidly engineered a gateway to trans-
late between these two networks. This gateway, known as the Battlefield Universal 
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Figure 3.5 Initial u.S. air Force cursor-on-target rapid prototype.
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Gateway Equipment (BUG-E), allowed data from ground forces, after approval 
from the SOF community, to pass over these two networks (see Figure 3.6). As a 
result, anyone on either network could share key pieces of information.

These two examples have a number of similarities. First, each focused on a spe-
cific problem that was important to the operational user. Second, each was able to 
provide operationally useful solutions in very short order, typically in a matter of 
months. The solutions did not entail substantial new development, but rather the 
integration of existing capabilities in innovative ways. Third, each required the 
active and purposeful collaboration of multiple organizations, including opera-
tional users as well as the engineering and acquisition elements, which were not 
within a single management structure.

3.3  Summary
Mega-systems are already prevalent in today’s military, government, and busi-
ness domains, and new ones are being defined and developed. Consider the 
next- generation National Airspace System being defined by the Federal Aviation 
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Administration (FAA) along with its partners in the Departments of Transporta-
tion, Commerce, Defense, and Homeland Security, the National Aeronautics and 
Space Administration, along with commercial and private interests. Consider also 
the technology portion of the Department of Homeland Security’s Secure Border 
Initiation, referred to as SBInet. It is intended to integrate technology, staffing, 
and response platforms into a single, comprehensive border security suite. In the 
commercial world, consider the numerous business-to-business that enable trans-
actions and information sharing between strategic partners. The development of 
the Electronic Product Code for use across the global supply chain, highlighted in 
Chapter 8, is an example of such a commercial mega-system.

Thus, systems engineers can expect that more and more of the systems they 
build today will be aggregated into ever-larger mega-systems. Furthermore, as the 
military, other government agencies, and commercial domains seek to leverage the 
power of shared information and knowledge, one can only expect that an increasing 
number of new, large-scale programs will be initiated to facilitate information shar-
ing across previously separate organizations. Examples abound in the popular press 
and in trade journals. Federal, state, and local organizations are creating shared 
systems to counter the terrorism threat. Global corporations are creating e-business 
solutions and are using shared information systems to do so.

The next chapter presents approaches to aid in formulating a conceptual under-
standing of mega-systems. Thereafter, we provide some practical guidelines to help sys-
tems engineers deal with the special demands posed by these new types of systems.

endnotes
 1. In 2009, the FCS program was restructured, accelerating deployment of some 

components and terminating the manned ground vehicle portion of the program. 
Subsequently, the Army announced plans to develop a new ground combat vehicle 
concept, incorporating lessons learned in recent operations.

 2. A significant literature on systems theory and complex adaptive systems can provide 
additional detail for the interested reader. Good sources are the Santa Fe Institute 
(http://www.santafe.edu) and the New England Complex Systems Institute (http://
www.necsi.org).

 3. For a summary of these concepts, see Faughn (2002).
 4. For a detailed description of the systems engineering processes used to produce the first 

version of TBMCS, see Collens and Krause (2005).
 5. Statement of Dr. Stephen A. Cambone, Under Secretary of Defense for Intelligence, 

before the Senate Armed Services Committee, Strategic Forces Subcommittee, 7 April 
2004.

 6. From Paone, C. 16 September, 2009. Hanscom to Host Cursor on Target Users 
Meeting Next Week. http://www.afmc.af.mil/news/story.asp?id=123168085 (accessed 
6 December 2009).
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 7. Operation Northern Watch was charged with enforcing the no-fly zone north of the 
36th parallel in Iraq and monitoring Iraqi compliance with United Nations Security 
Council resolutions.

 8. Raindrop is a stereo imagery exploitation tool for precise coordinate extraction. It lets 
operators “view” target areas with three-dimensional imagery and produces weapon-
planning target coordinates that can steer precision-guided munitions.

 9. JTIDS is a network radio system used by the U.S. armed forces and their allies for data 
communications, principally in the air and missile defense community.

 10. SADL was initially designed with the assumption that ground forces would be equipped 
with Enhanced Position Location Radio Systems (EPLRS).
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4Chapter 

a Framework for 
exploring mega-Systems

The previous discussion and accompanying brief snapshots of mega-systems high-
lighted characteristics along two separate dimensions: technical and management/
decision making. These vectors can also be thought of as representing two fundamen-
tal sets of processes. The first are the engineering processes required to understand, 
predict, and optimize the functions and behavior of the system(s) of interest. The 
second are the management processes involved in defining the goals and objectives 
to be pursued and the most efficient allocation of resources to achieve these goals and 
objectives. The management dimension focuses on the extent to which an agreed-
upon view of the whole drives decisions about its parts. To further complicate matters, 
these two sets of processes apply in the broader environment in which the system is 
being developed and in which it will operate and, in some cases, continue to evolve.

Building on these dimensions, we propose a basic framework to help in

Understanding the characteristics that distinguish mega-systems from other,  ◾
more traditional notions of systems
Exploring and extending our understanding of how to engineer and  ◾
acquire them

4.1  Basis for the Framework
This framework builds on two fundamental tenets. The first recognizes that projects 
that require systems engineering, even those of similar types, exhibit fundamental 
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differences that can be identified and described. In fact, we believe that a proj-
ect should be characterized along multiple dimensions, including not only what is 
being engineered, but also the context in which it is being engineered and acquired 
and the context in which the resulting system will operate or be used. The second 
tenet builds on the first. It asserts that these fundamental differences among sys-
tems and projects may warrant different engineering and acquisition strategies and 
approaches.

At the core of these two concepts is the 
basic notion that the way we approach the 
engineering and acquisition of these proj-
ects has to take into account their underly-
ing characteristics. This is not a new idea. In 
fact, we have frequently acknowledged that 
“one size does not fit all.” This, we strongly 
believe, applies not only to the management 

of large projects, but also to the approaches used in engineering them.
Similar ideas have been offered in different fields. In the field of operations 

research, Jackson and Keys (1984) argue that system-based problem-solving meth-
odologies should be selected based on the context of the problem at issue. To help 
in choosing the methodology, the authors offer a classification scheme that takes 
into account two key dimensions of the problem context: (1) the nature of the deci-
sion makers and (2) the nature of the system itself. In effect, the authors define a 
2×2 matrix and go on to propose different operations research techniques that are 
best suited for each cell of the matrix.

In the field of project management, Loch and co-workers (2002, 2005, 2006) 
focus on the management of what they call “novel” projects. They characterize 
projects along two dimensions—project uncertainty and project complexity—and 
assert that the project management techniques that work well with predictable 
projects are ill-suited to those that exhibit high uncertainty and high complexity. 
Novel projects, they contend, are fundamentally different from risky projects and 
warrant different strategies, different project manager mind-sets and styles, and 
different management techniques and management infrastructure. They suggest 
that traditional planning-driven project management and risk management meth-
ods are most appropriate for projects of moderate complexity, where the nature 
of the “solution space” is known and that operate on “known terrain.” For novel 
projects exhibiting high uncertainty and high complexity, these techniques do not 
suffice and, in some instances, will actually be counterproductive. For these types 
of projects, these authors propose two alternative project management approaches: 
(1) learning and (2) selectionism.

Loch and co-workers (2006) define learning as “the flexible adjustment of the 
project approach to the changing environment as it occurs; these adjustments are 
based on new information obtained during the project and on developing new—that 
is, not previously planned—solutions during the course of the project.” Learning 

Differences among systems 
and projects warrant different 
engineering and acquisition 
strategies and approaches.
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relies heavily on experimentation, external input, and close customer interaction. 
Selectionism, on the other hand, entails generating sufficient variety by running 
several alternative sub-projects to determine the one that yields the most desirable 
outcome. It entails considering several alternatives and confirming that solutions 
are feasible before committing to them.

In the field of engineering management, Shenhar and co-workers (1996, 1998, 
2001, 2007) and Dvir and co-workers (1998, 2003) also advocate the use of a mul-
tidimensional framework for distinguishing among projects based on their levels of 
uncertainty, complexity, and pace. They relate uncertainty to the novelty of a prod-
uct in the market or to economic or political environments. Internal uncertainty 
can arise from the introduction of new technologies or new features. Other sources 
of uncertainty include the levels and types of skills available, as well as the orga-
nizational culture. Complexity, from their perspective, is related to system scope; 
they rank projects on a range from efforts that develop system components (they 
refer to them as assembly projects) to system projects that produce an integrated 
result. Most complex, according to their taxonomy, are array projects, which are 
not unlike the system-of-systems described above. Pace refers to the time criticality 
of the project, ranging from regular projects through time-critical ones and, at the 
extreme, to “blitz” projects. Like the other authors cited above, they argue that one 
approach does not fit all instances, and that projects with different characteristics 
warrant different management and organizational styles.

While these authors focus on different disciplines, their recommendations have 
one major element in common. Rather than a single, well-defined approach that 
can be applied universally, each offers a rich view of a “toolkit” or “arsenal” of 
management techniques, practices, and even management styles that is available 
to the engineer and project manager. The obvious challenge then becomes that of 
understanding the particular circumstance of the project and its context, and to 
match the tools and techniques to the particular situation.

The notion of defining the problem context along multiple dimensions provides 
the conceptual basis for the framework. The concept of matching problem-solving 
techniques to the particular problem context underlies efforts to understand which 
processes and techniques of traditional systems engineering still apply to the world 
of large-scale, complex systems and to initiate the process of defining new ones 
where it becomes apparent that these are needed.

4.2  elements of the Basic Framework
Figure 4.1 presents the elements of this framework as a set of dimensions or vectors 
that emanate from the origin at the lower left-hand corner. Three dimensions are 
shown. Along the horizontal or x-axis, we depict the dimension that characterizes 
the behavior of the system itself, ranging from simple and linear closer to the ori-
gin and becoming more complex as one moves further away. Along the vertical or 
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y-axis, we depict the management or decision-making vector, ranging from unitary 
to pluralistic. Along the third dimension, the z-axis, we depict the environment in 
which the system is expected to operate. That environment can range from stable 
and predictable near the origin to increasingly fluid and evolving. Thus, as one 
moves out from the origin in all three dimensions of the framework, one encounters 
increased complexity, diversity, and uncertainty.

4.2.1  The System Behavior Vector
Along the system behavior vector, systems are distinguished according to their 
degree of complexity, ranging from simple and linear to complex. As Jackson and 
Keys (1984) and others describe them, simple systems, otherwise termed “linear” 
or “mechanistic” systems, are characterized by regular, well understood, and, to a 
large extent, predictable behavior. In general, these are recognized as following well-
 established rules of behavior, such as the laws of physics or mechanics. Linear sys-
tems are relatively closed to the environment, in that events external to the systems 
do not significantly affect their behavior. Finally, their component elements are not 
purposeful; that is, the elements exist only as part of the larger system and do not fol-
low their own independent goals. For example, an aircraft’s engine is clearly a com-
ponent element of the aircraft, but has no independent function when removed from 
the aircraft. By contrast, a weapon system that operates as part of a larger unit can 
still function independently when isolated, albeit likely with lower effectiveness.

Simple, linear systems are predictable, regardless of scale, because they exhibit 
the features of linearity; that is, they are proportional, additive, capable of being 
replicated, and they demonstrate causes and effects. By proportional we mean that 
small inputs result in small outputs, and proportionally larger inputs result in pro-
portionally larger outputs. Understanding the relationship between input and out-
put at one scale allows us to understand the same relationship at successively larger 
scales. By additive we mean that the whole is equal to the sum of its parts—no more 
and no less. By capable of being replicated we mean that the same stimulus under 
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Figure 4.1 a simple framework for exploring mega-systems.
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the same conditions will produce the same reaction, no matter how many times 
it is repeated. Finally, it is possible to demonstrate cause and effect by observation, 
calculation, or inference.

Therefore, the nature of linear systems is that if you know a little about 
their behavior, you know a lot. You can extrapolate, change scales, and 
make projections with confidence. Unlike nonlinearity, in which 2 + 2 
may yield oranges, in linearity you can rely on 4.1

Note that nothing has been said about the size of the system. Simple, linear systems 
can, in fact, be very intricate, have many component parts, and be quite large. 
Simply put, what distinguishes simple, linear systems from complex ones is not 
their size or even the number of components, but what we understand and can 
predict about their behavior.

Complex, nonlinear systems can also have a relatively large number of richly 
interconnected and well-interrelated elements. More important than mere scale, 
however, is the behavior they exhibit. First, not all the attributes and behaviors of 
the system are directly observable and, where observable, not all the interactions are 
understood. Second, they do not follow well-ordered, predictable rules of behavior. 
Third, complex systems exhibit emergent behavior, in that the interaction among 
components results in behavior that is unexpected and sometimes quite different 
from the behavior of the components themselves. Solutions to specific problems 
may well result in totally unexpected responses in different part of the systems or at 
different times. Thus, it may be difficult to predict the effects of a change without 
actually implementing it. Finally, complex systems can adapt; that is, they can 
interact with their environment and thus evolve over time.

Complex systems cannot be understood merely by decomposing them into their 
constituent elements and analyzing these elements separately. Such decomposition 
makes it possible to understand how the individual parts work, but not necessarily 
how they work together. Instead, understanding must focus on the interactions of 
the parts with each other, with the mega-system as a whole, and with the still larger 
system in which the mega-system participates.2 This forms, in effect, a three-level 
perspective in which the interactions between the system and its “containing” system 
are as important, if not more so, than interaction among the parts of the system.

Along the continuum from the more simple and linear to the more complex, one 
can line up systems in the order in which human activity dominates (Figure 4.2). 
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Figure 4.2 System complexity continuum.
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The most linear systems are the most machine-like. They follow well-understood 
laws of behavior based on physics and mechanics. While humans can and do inter-
act with the machine-like systems, that interaction is typically kept to a minimum 
or otherwise routinized through extensive training to ensure that responses are 
consistent and hence behaviors are predictable. For example, airplanes are designed 
to minimize unexpected behaviors, and airplane pilots are trained to respond in 
specific ways to specific events.

Next along the continuum are information systems. These provide consistent, 
structured data or information about a particular area of interest. Human interac-
tion with these systems is typically limited to queries and reports. Any search on 
the Internet will yield hundreds of examples of such information systems, includ-
ing systems designed to track health statistics, foreign trade data, and geographical 
information. Such information systems are deliberately designed to limit the range 
of acceptable inputs and outputs, and will notify the user when necessary data has 
not been entered or has been entered in the wrong format.

Still further to the right in Figure 4.2 are cognitive systems. Unlike information 
systems, which are, in essence, look-up tables of data of interest, cognitive systems 
are intended to interact with users and support them in activities such as planning, 
analysis, and decision making. Examples of such systems are situation awareness 
displays, route planning aids, and other tools to assist in the analysis of alternative 
courses of action. Because these systems support problem solving, they must be able 
to address the range of problems that their users encounter and must also accommo-
date different cognitive styles and decision-making approaches. However, these types 
of systems, while more complex, still are limited in that the definition of the types of 
problems to be addressed is often designed up-front. Changes in the dimensions of 
the problem, or the introduction of new problems beyond those that had been ini-
tially considered, can render these systems less useful to the decision maker.

At the far right of the continuum are systems that deal with the interactions 
between social groups, whether these groups are units from different military Services 
or from different government agencies, corporations, or even nations. Examples are 
systems that facilitate collaboration among partners in the supply chain or among 
coalition members in a military operation. Jackson and Keys (1984) note that problems 
with these more complex systems inevitably involve “behavioral” issues because these 
systems are affected by political, cultural, organizational, and even ethical issues. They 
also note that changing values are important sources of change in these systems.

Thus, we assert that the systems with the greatest complexity as well as the 
greatest potential are those that involve interactions among different communities 
of interest with distinctively different modes of operation, languages, and other 
characteristics. Logically, then, these systems pose the greatest challenges to sys-
tems engineers.

Complexity, as we have discussed it, can manifest itself both in the development 
of the system and during its operation. During development, it may prove difficult 
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to build a sufficient understanding of its full range of behavior. This may be because 
development is distributed over different subcontractors or occurs in different geo-
graphical locations. Modeling capabilities may be limited or otherwise insufficient 
to help developers understand all possible internal interactions. Or, particularly in 
the case of systems-of-systems, different components are developed asynchronously 
and without the expectation that they would be required to interact.

When dealing with mega-systems, systems engineers may work on solving prob-
lems in one area, only to recognize later that the proposed solution has had unin-
tended consequences in another area of the system. They may find that in actual 
operation the system is used in fundamentally different ways than was initially 
anticipated and that, in practice, it may not function as it did in the controlled 
environment of the laboratory. This may occur as soon as the system is launched as 
a result of unanticipated initial conditions that generate wide-reaching behaviors, 
or it may not be evident until the system scales up from its initial limited imple-
mentation. Complexity may originate within the system and result from the unan-
ticipated interactions of its parts, or it may result from the system’s interactions 
with systems in its larger environment. What is predictable locally may not, in fact, 
be predictable globally. Thus, one of the challenges of engineering mega-systems is 
that while many of the uncertainties inherent in their design and operation may be 
foreseen, others may be unforeseen. These are the unknown unknowns.

4.2.2  The Decision-Making Vector
The management or decision-making vector is plotted along the vertical axis in 
Figure 4.1. Here, the continuum ranges from unitary decision making near the 
origin to pluralistic decision making at the other end of the axis.

Unitary decision making implies that all the stakeholders agree as to the 
goals and objectives of the system. Consequently, individual stakeholders make 
and implement their local decisions consistent with and in accordance with these 
common goals. Unitary decision making can be voluntary or can result from cen-
tralized direction, presuming, of course, that individual decision makers actually 
follow such direction.

In contrast, the decision-making context is pluralistic if it is characterized by 
competition about the goals and objectives to the achieved, the approaches to be fol-
lowed, the particular features to be implemented, and the resources to be expended. 
In such cases, stakeholders can experience recurring periods of open, or perhaps 
more subtle, conflict. Decision makers will be apt to focus more on their local inter-
ests and concerns and be less interested in and less willing to support the achieve-
ment of more global objectives. In such instances, the few decisions that can be 
made will address only those aspects on which the various stakeholders can, in fact, 
reach agreement. On occasion, decisions can be imposed on the stakeholders by a 
higher authority, but in these cases they can be subject to pushback, ranging from 
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overt and blatant noncompliance to more covert and subtle resistance. “Creative 
noncompliance” exemplifies just such a subtle response. Here, decision makers 
do not necessarily refuse directly to implement decisions that they feel may have 
been imposed on them and with which they do not agree. Instead, they may give 
the appearance of concurrence and compliance but may actually do the minimum 
amount that they feel they can “get away with.” In either scenario, progress toward 
global solutions is, at best, slow.

4.2.3  The Context or Environment Vector
The third dimension is that of the context or environment in which the system will 
operate. Closer to the origin, one finds environments that are stable and predict-
able. In these environments, the tasks to be accomplished, the interactions among 
participants, and the information flows are well understood and, more importantly, 
are not likely to change much over the time it takes to develop and field the sys-
tem. We refer to these as stable environments. As an example, consider the task 
of generating paychecks. This is likely to remain largely unchanged, despite the 
prevalent shift from paper checks to direct electronic deposits; consequently, design 
decisions made on the basis of today’s business processes will probably continue to 
apply for some time to come.

At the other extreme, the context or environment can be highly fluid. In these 
cases, the people, processes, and information flows are subject to considerable, pos-
sibly volatile changes. New business processes can arise and unexpected partner-
ships can be forged, some of them enduring and others more fleeting in nature. 
As examples, consider the relationships among business partners in e-business or 
between organizations at various levels of government that are charged with coun-
terterrorism. In such circumstances, it is difficult to anticipate the characteristics 
of the specific environment on the basis of an understanding of today’s ways of 
doing business. Consequently, basing engineering decisions on an understanding 
of today’s business process may prove problematic.

4.2.4  Region of Well-Bounded Systems
Systems whose behavior is linear and predictable, that have agreed-upon goals 
and objectives and a well-understood and stable mission space, are termed “well-
bounded systems” and occupy the lower-left region of the framework (Figure 4.3). 
This can also be considered the domain of the traditionally ideal project. After all, 
what program manager would not prefer to head a project in which the require-
ments are known and not subject to change, the funding matches what is to be 
built and remains stable throughout the life of the project, and the technologies 
are mature?
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Well-bounded systems, therefore, are those that have:

Well-defined boundaries that differentiate the system of interest from the  ◾
larger, “containing” system or environment
A reasonably stable, persistent operational environment ◾
A set of agreed-to requirements that can be well defined, are precisely stated,  ◾
and are expected to be stable over time
A set of functions that can be decomposed and allocated to the component  ◾
elements with the expectation that when they are subsequently integrated, 
the overall behavior of the system will be as expected
A unified management structure ◾

It is these well-bounded systems that best lend themselves to traditional sys-
tems engineering and development approaches. Checkland (1978) has termed these 
approaches “hard systems thinking.” They include classical operations research, 
systems engineering, and systems analysis, and are based on “the assumption that 
the problem task they tackle is to select an efficient means of achieving a known 
and defined end.” Because of the linear nature of the system’s behavior, the engi-
neer can more readily predict the technical interactions of the system’s component 
elements and therefore has greater control over them. Moreover, because there is at 
least written agreement as to goals and objectives, the manager can make decisions 
to maximize the achievement of these desired outcomes.

It is worth pointing out that managers of traditional programs spend consider-
able energy trying to shape their programs to make them into such well-bounded 
systems. They define the boundaries of the program to encompass those elements 
over which they do have control and exclude or defer those elements over which 
they lack control. They structure the interfaces across these boundaries and for-
mally manage them. They seek to minimize their dependence on components over 

System Behavior

D
ec

isi
on

 M
ak

in
g

 

Mission,
Operational

Environment  

Well-bounded
Systems

Figure 4.3 region of well-bounded systems.



64  ◾  Engineering Mega-Systems

which they have little control, to contain external influences over their system and 
to minimize perturbations to their requirements baseline. Requirements “creep”—
a term that refers to changes to the requirements baseline—must be avoided; or 
where that is not possible, must be minimized and controlled.

4.2.5  Region of Mega-Systems
Mega-systems, in contrast, fall to the right of and above these well-bounded sys-
tems (see Figure 4.4). In some cases, they also encompass them: that is to say that 
some aspects of mega-systems are, in fact, well-bounded.

Mega-systems, as we are beginning to understand them, are characterized by:

Requirements that are often stated as vision statements or broad architec- ◾
tures. These requirements evolve in response to changes in the environment, 
in user expectations, and in the technology base.
Some functionality that emerges from the interaction of the components  ◾
themselves without specific direction. That is, it is neither engineered in nor 
engineered out.
The need to manage uncertainty—both downside risks and unanticipated  ◾
opportunities.
The need to deal with competition not only for resources, but also for alterna- ◾
tive solutions, because the systems often cross program boundaries.

Mega-systems can exhibit complex, nonlinear behavior for all the reasons dis-
cussed above. Because they are often first-off systems, they lack the predictability 
gained from past experience. That knowledge may exist for parts of the system but 
rarely encompasses its totality. Further, they often rely on technologies that are still 
under development and whose performance can be estimated but not predicted 
with confidence. Similarly, the interactions between and among their components 
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and between the systems and the user community(ies) is often based on a set of 
expectations that are, in effect, assumptions that have yet to be proven.

Mega-systems can also range from unitary to pluralistic. Sometimes they will 
emerge from agreement as to global goals, objectives, and actions. In such cases, 
stakeholders will make local decisions and take actions that further those goals and 
objectives. In other cases, such agreement can be perfunctory at best, or even non-
existent. Alternatively, there can be creative noncompliance as stakeholders push 
back against unwelcome policies and directives. In such cases, stakeholders take 
actions to further their local objectives with little deliberate attention to the whole.

It is important to point out that not all mega-systems that have a single des-
ignated program manager are necessarily unitary. While there may be agreement 
on formal goals and objectives, stakeholders may—and do—have different per-
spectives, priorities, and constraints. This situation often occurs when stakeholders 
from different communities who have little common background or who have been 
competitors are brought together.

Similarly, one can envision situations where there is neither a single program 
focus nor a documented and approved set of requirements, and yet there is agree-
ment as to stated goals and objectives. The Internet is such an example. It is a large, 
complex, loosely organized, collaborative mega-system consisting of autonomous, 
interconnected networks. It is maintained and evolves through the collaborative 
efforts of a global community. A large, open community of vendors and researchers 
develops and tests Internet standards. Compliance with these standards is voluntary 
rather than mandated; however, it is obvious that the value to be garnered from par-
ticipation in the Internet far outweighs the costs of compliance with its standards. 
As each individual makes a local decision to comply with these standards, that local 
decision produces not only local outcomes, but also global ones. The greater the 
growth of the Internet, the greater becomes the value of participating in it.

4.3  tame versus wicked problems
To a large extent, the distinction we make here between well-bounded systems and 
mega-systems maps well to the ideas set forth by in a seminal paper by Ritter 
and Webber (1973). Writing in the field of public policy, Ritter and Webber 
observed that there is a class of problems that cannot be resolved by applying tradi-
tional structured linear approaches. They call these “wicked problems” and distin-
guish them from “tame problems,” which do lend themselves to solution by such 
traditional methods. Examples of tame problems include scientific problems and 
some types of engineering programs.

Multiple examples of wicked problems are cited in the literature and include

Fighting terrorism ◾
Determining where to locate the highway ◾
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Reengineering business processes ◾
Most public policy issues, including but not limited to national healthcare,  ◾
immigration, and climate
Developing a national identify card ◾
Designing and integrating complex software ◾

While they can be quite complicated, tame problems lend themselves to reduc-
tion (breaking the problem into parts and solving each part individually). The pro-
cess of developing solutions to tame problems can be organized into distinctive 
phases starting with problem formulation and proceeding to analysis and solu-
tion. It is possible to come to a solution in a reasonable amount of time. When 
this process has been completed, the problem solver knows when a solution has 
been reached and can judge its effectiveness. In the software engineering discipline, 
the Waterfall method is a classic example of a linear approach (see discussion in 
Chapter 5, Section 5.1.2).3

Wicked problems, in contrast, do 
not lend themselves to resolution by 
such methods (Conklin, 2006). Their 
boundaries are more difficult to delin-
eate, and their root causes are more 
difficult to identify. They are charac-
terized by complex internal and exter-
nal interdependencies. Wicked problems can perhaps be best characterized as those 
problems in which stakeholders do not agree, and both requirements and constraints 
are likely to change.

In dealing with wicked problems, problem formulation and the solution for-
mulation are intertwined. The process of defining the problem helps to define the 
solution options; and similarly, the process of articulating potential solutions helps 
frame the problem. Solutions to certain aspects of a wicked problem can uncover or 
even generate complex problems elsewhere. And, just as one cannot understand a 
wicked problem independent of its context, solutions to wicked problems can gen-
erate unpredictable waves of consequences over an extended period of time.

When encountering a wicked problem, two approaches are possible. One can 
turn it into a tame problem and tackle it in the traditional manner. But, if that is 
not possible, then the worst approaches that one can use, according to Ritter and 
Webber, are to treat a wicked problem as though it were a tame one, tame a wicked 
problem prematurely, or refuse to recognize its nature as a wicked problem. Instead, 
a fundamentally different approach to problem solving is needed: one that is itera-
tive, emergent, and collaborative, and is directed as much toward bringing the 
stakeholders to reach a common understanding of the nature of the problem and 
its possible solutions as it is to developing those solutions.

The notion of differentiating wicked from tame problems has been applied in 
various disciplines, most notably economic, environmental, and policy issues, and 

Wicked problems are ones in which 
stakeholders do not agree, and both 
requirements and constraints con-
stantly change.
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also in software development. DeGrace and Stahl (1990) point out that many of the 
systems problems facing software developers have all the characteristics of wicked 
problems. They view the Waterfall method of software development as an example 
of the type of linear methodology best suited to tame problems, but not at all well 
suited to the kinds of wicked problems that many software developments encoun-
ter. It is not so much the model itself with which they take issue, but rather the 
dogmatism with which it is applied.

With this context, we now move to a discussion of how the characteristics of 
mega-systems shape the systems engineering process. Because mega-systems often 
comprise linear and/or well-bounded systems, traditional approaches will continue 
to apply, but the layers of complexity created by aggregating them into mega- systems 
will require new approaches not only for technical execution, but also for techni-
cal management. The trick, of course, will be to recognize the difference between 
those parts of the problem that are “tame,” and hence best suited to the traditional 
structured practices of systems analysis and systems engineering, and those parts 
that are inherently “wicked” and that demand new approaches.

endnotes
 1. See Czerwinski (1998) for a discussion of linearity and nonlinearity in military affairs.
 2. See Ackoff (1993) for a discussion of the difference between analysis and synthesis.
 3. The Waterfall Model is a top-down, structured methodology that consists of an 

ordered set of phases in which one phase serves as input to the next one. The 
phases are initiation, requirements analysis, preliminary design, detail design, cod-
ing, module test (unit test), system test, installation/delivery, and maintenance/
enhancement. It is important to note that the classic Waterfall Model does not 
include feedback.
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5Chapter 

engineering and 
acquiring mega-Systems

In previous chapters we described mega-systems and highlighted some of their 
salient characteristics. We also proposed a simple framework that differentiates 
them from traditional, well-bounded systems. For several reasons, including their 
sheer scale, the nature and pace of change of their underlying technologies, the 
potential complexity of their interactions, and—perhaps most importantly—the 
fact that it is rarely a single organization that owns and therefore completely con-
trols the mega-system, engineering these mega-systems entails new challenges. This 
chapter discusses the difficulties and drawbacks of applying traditional systems 
engineering processes and practices to the engineering of these massively intercon-
nected, information technology-intensive mega-systems.

5.1  what Is Systems engineering?
Systems engineering, as a discipline, emerged from the World War II experience of 
developing unprecedented weapon systems and was expanded in the post-war years 
to apply to large-scale technological problems in both commercial telecommunica-
tions and defense aerospace. Today, “systems engineering” has many definitions. 
For example, Martin (1996) defines it as

…the process that controls the technical system development effort with 
the goal of achieving an optimum balance of all systems elements. It is 
a process that transforms a customer’s needs into clearly defined system 
parameters and allocates these parameters to the various development 
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disciplines needed to realize the system products and processes. Then, 
using the analytical SE methodology, the process attempts to optimize 
the effectiveness and affordability of the system.

According to Checkland (1978), systems engineering is, in essence, “the total 
task of conceiving, designing, evaluating, and implementing a system to meet some 
defined need – the carrying out, in other words, of an engineering project.” (See 
also Checkland, 1981, 1989.)

Drawing on his experience at Bell Telephone, A.D. Hall (1962) documented 
the systems engineering methodology as a top-down problem-solving sequence in 
which a project team works toward a “single defined objective” (see Table 5.1). He 
went on to state that

Systems engineering considers the content of the reservoir of new knowl-
edge, then plans and participates in the action of projects and whole 
programs of projects leading to applications. Thus systems engineering 
operates in the space between research and business, and assumes the 
attitudes of both. For those projects which it finds most worthwhile for 
development, it formulates the operational, performance and economic 
objectives, and the broad technical plan to be followed.

In other words, systems engineering starts with a determination of what is to be 
developed and then proceeds to determine, in increasingly greater detail, how it is 
to be developed.

table 5.1 Systems engineering process as Described by halla

Problem definition Defines the need to be satisfied

Selecting 
objectives

Guides the search for alternatives; provides the criteria 
for selecting the optimum system

Systems synthesis Identifies or creates alternative systems for consideration

Systems analysis Compares alternatives with respect to objectives

Selecting the 
optimum system

Selects alternative that shows the most promise

System 
development

Design, construction, test, and evaluation of engineering 
prototypes leading to design freezing

Current 
engineering

Engineering activities during system use, including 
monitoring operations, extending the system to meet 
new objectives, and adapting the system to changing 
conditions

a Information taken from Hall, A.D. 1962. A Methodology for Systems Engineering. 
Princeton, NJ: D. Van Nostrand.
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The International Council on Systems Engineering (INCOSE; INCOSE, 2004) 
posts the following definition of systems engineering on its website:

…an interdisciplinary approach and means to enable the realization of 
successful systems. It focuses on defining customer needs and required 
functionality early in the development cycle, documenting require-
ments, then proceeding with design synthesis and system validation 
while considering the complete problem:

 Operations
 Performance
 Test
 Manufacturing
 Cost & Schedule
 Training & Support
 Disposal

Systems Engineering integrates all the disciplines and specialty groups 
into a team effort forming a structured development process that pro-
ceeds from concept to production to operation. Systems Engineering 
considers both the business and the technical needs of all customers with 
the goal of providing a quality product that meets the user needs.1

Hall’s ideas and the more current INCOSE definition of systems engineering 
have several features in common. In both cases, they assume that a project is estab-
lished to accomplish the effort. Related to that is the notion of a project team with 
clearly defined lines of authority. Third, both assume that precise objectives against 
which the system performance can be developed and assessed can be (and are) 
defined up-front.

5.1.1  Systems Engineering Process
Sage (2005) points out that 

Systems engineering is a process that is comprised of a number of activi-
ties that will assist in the definition of the requirements for a system, 
transform this set of requirements into a system through development 
efforts, and provide for deployment of the system in an operational 
environment. 

Today, the systems engineering process (ANSI-EIA, 1999; ISO/ISC, 2002) is most 
often described using the “V” technical development model (Fosberg et al., 2000; 
INCOSE, 2004) and is based on a model developed initially by NASA. While 
there are many variations of the basic model, they all have the same essential ele-
ments (Figure 5.1).
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Time increases as you move from left to right in the model. In this instance, 
time includes not only project time, but also the sequence of events and the increas-
ing maturity of the project. The left leg of the “V” depicts the process of decompo-
sition and definition of the system to be developed. It starts, at the top, from the 
perspective of the user and then proceeds, in successively greater levels of detail, to 
specification of the subsystems that will make up the overall system. This process 
of decomposition allows components to be built by different subcontractors, all of 
whom, however, are obligated to build to the specification. The right-hand leg of 
the model represents the process of integrating these various subsystems into the 
larger system and verifying, at each step, that the results comply with the specifica-
tions. Just as decomposition and specification are the responsibility of the systems 
engineer, so too are integration and verification. The “V” Model thus describes 
a set of formal, top-down processes that depends heavily on documentation and a 
structured series of technical reviews and audits.

The types of projects in which systems engineering has proven most successful are 
typically those large efforts that provide a substantively new technical capability, using 
new technology that reflects the basic underlying principles and laws that govern the 
systems and for which goals and objectives are well understood and whose require-
ments are well defined and specifications are highly detailed (Bar-Yam, 2003). These 
are generally very complicated but essentially linear systems whose requirements are 
relatively stable, whose interfaces can be specified, and whose behavior is, to a great 
extent, predictable. In Ritter and Webber’s (1973) lexicon, these are tame problems.

In his book entitled Rescuing Prometheus: Four Monumental Projects that Changed 
the Modern World, Hughes (1998) explores four illustrative systems engineering 
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Demonstrate and
validate system to user

validation plan

Develop system
requirements and

specification

Integrate system and
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Inspect to “build-
to” documentation

Implementation  
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Figure 5.1 the “V” model of systems engineering.
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case studies: (1) the Semi-Automatic Ground Environment (SAGE) air defense 
network, (2) the Atlas missile program, (3) the ARPANET, and (4) the Boston 
Central Artery/Tunnel (CA/T) project. He contends that a new management style, 
based on the “systems approach,” characterized the creation of these technological 
systems. While these systems were clearly technically challenging in terms of both 
their scale and the degree to which they were pushing the limits of the technology 
at that time, they—at least the defense systems—were “well focused projects with 
clearly delineated lines of authority.” In contrast, significant and messy political, 
social, and environmental issues characterized the CA/T project, and the conse-
quences are distressingly evident.

5.1.2  Software Engineering Processes

Software engineering2 had its origins in systems engineering, and the two disci-
plines continue to be closely aligned. When a system consists of hardware, software, 
and people, software engineering is an element of the overall systems engineering 
process. In the kinds of mega-systems we describe, software is often the critical 
component.

Unlike systems engineering, which has one basic process model—although 
admittedly a model with many variations—the field of software engineering has 
produced a number of fundamentally different models. The most basic one is the 
so-called “Waterfall Model,” which was originally described, although not yet so 
named, in a paper by Royce (1970). It became commonly known as the Waterfall 
Model because it is typically depicted as a series of steps in which the output of one 
serves as the input to the next (Figure 5.2).

Today there are many variations of the Waterfall Model, with different num-
bers of steps and different labels for each step. For example, the NASA Model 
assumes that software development is part of a larger system development activity, 
while the model for a stand-alone business application development may have to 
account for an additional project initiation step. Notwithstanding these variations, 
the Waterfall Model, like the “V” engineering model, is a formal model, predicated 
on the ability to

Separate the “what” from the “how” ◾
Capture and document the complete set of requirements up-front with a rea- ◾
sonable expectation that they will not change substantially during the course 
of the project
Defer integration and testing until the end of the process with the expecta- ◾
tion that the pieces will fit together as designed and function as expected

While the Waterfall Model applies in some situations, it has a number of 
acknowledged shortcomings and does not work for all software developments 
(DeGrace and Stahl, 1990; Cantor, 2002). Key limitations include the following:
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It takes a long time and is expensive to use. ◾
By separating the “what” from the “how,” it sets up a communications gap  ◾
between the user and the developer.
It assumes that requirements are stable and can be “frozen” for the duration  ◾
of the development activity.
It relies heavily on documentation and assumes that the documentation can  ◾
be both complete and accurate.
It works best for linear “tame” problems, but poorly for unstructured “wicked”  ◾
problems that necessitate a more iterative or adaptive approach.

In response, the field of software engineering has created a number of alternative 
models, including incremental development, prototyping, spiral development, and 
adaptive development, that have evolved to address some of these well- recognized 
limitations of the Waterfall Model. Considerable literature is available on all these 
models and their variations. Therefore, it is not the intent here to describe them 
in sufficient detail to satisfy the software engineering professional, but merely to 
recognize that different models do exist and to explore whether these alternative 
models that were developed to address specific problems with sequential software 
engineering may suggest analogies for the systems engineering discipline.
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Figure 5.2 Software engineering waterfall model.
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Iterative and incremental development (Larmon and Basili, 2003) entails break-
ing the development into increments, or separate mini-projects, each one building 
on the capability provided in earlier increments. User experience with each incre-
ment provides feedback for subsequent enhancements and revisions.

Prototyping entails development of a working model to allow developers to dem-
onstrate and test out parts of the design and to gain early feedback from users. In 
some cases, prototyping is followed by a more formal design process, while in oth-
ers the prototype, if sufficiently mature, becomes the final product.

Spiral development is essentially an iterative development model that allows for 
interaction between user and developer within each increment. As described by 
Boehm (1988), each round progresses through the same steps (determine objec-
tives, alternatives, and constraints; evaluate alternatives; identify and resolve risks; 
develop, verify next-level product; plan next phase). Each succeeding round calls 
for greater specificity, with the final round being what is, in effect, the Waterfall 
Model. This spiral model explicitly addresses risk and includes prototyping at each 
round as an approach to resolve risk.

Adaptive development (Highsmith, 2000, 2004) approaches represent a funda-
mental departure from the “big bang” approach exemplified by the Waterfall Model 
in that they reject the notion of preplanned development in favor of the ability to 
respond rapidly to changing circumstances. Adaptive development processes, such 
as Scrum, focus on short, time-bounded iterative developments in which working 
functionality is delivered at the end 
of each iteration, continuous collab-
oration between user and developer, 
and a marked tolerance for change. 
Scrum is one of several variants 
of adaptive software development 
and focuses on 15- to 30-day cycles 
(called sprints) and a short daily 
meeting (scrum) to review daily 
progress, plans, and impediments.3

Adaptive development has sev-
eral key characteristics:

Customer satisfaction achieved by rapid, continuous delivery of useful software ◾
Working software delivered frequently (in weeks rather than months or years) ◾
Working software, not documentation, as the principal measure of progress ◾
Regular adaptation to changing circumstances; even late changes in require- ◾
ments welcomed
Close daily cooperation between users and developers; communication ide- ◾
ally via face-to-face conversation
Self-organizing teams ◾

AGILE MANIFESTO

Individuals and interactions  ◾
over processes and tools
Working software over com- ◾
prehensive documentation
Customer collaboration over  ◾
contract negotiation
Responding to change over  ◾
following a plan
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5.1.3  Emergence of System-of-Systems Engineering
Valerdi et al. (2007) present evidence of a debate occurring within the systems 
engineering discipline. Some experts believe that system-of-systems engineering is 
sufficiently different from the field of systems engineering that it warrants different 
processes, methodologies, and even tools (Keating, 2003), while others contend 
that traditional systems engineering practices do and will continue to suffice.

Certainly there is ample evidence that system-of-systems engineering, as distinct 
from traditional systems engineering, has attracted considerable attention. It has 
spawned new conferences (such as the IEEE Conference on System of Systems Engineer-
ing) and journals (such as the International Journal on System-of-Systems Engi neering), 
as well as academic emphasis (such as the System-of-Systems Signature Area 
at Purdue University and the National Center for System of Systems Engineering at 
Old Dominion University). In the Department of Defense, system-of-systems engi-
neering has been included in the Defense Acquisition Guidebook (DAU, 2006) and is 
the focus of an evolving System of Systems Engineering Guide4 authored by the Office 
of the Under Secretary of Defense, Acquisition, Technology and Logistics.

Table 5.2, adapted from Valerdi et al. (2007), highlights some of the salient dif-
ferences between systems engineering in a single project or program environment 
and systems engineering in a system-of-systems (or mega-system) environment.

5.2  mega-System Challenges for Systems engineers
For more than a decade, the DoD, in particular, has gained experience with efforts 
to engineer large-scale mega-systems, often through the integration of separate sys-
tems and, more recently, through the acquisition of what we have termed “designed” 
mega-systems. In doing so, the DoD has encountered several challenges, a few of 
which we briefly discuss below.

5.2.1  Increasing Scope and Complexity
What started out as a focus on designing an individual combat platform, such as a 
main battle tank or fighter aircraft, has evolved into the engineering of a complex 
mix of interacting ground systems or a constellation of aircraft. What started out as 
the engineering of a specific software application has evolved into the simultaneous 
engineering of all the applications that may be required for an operations center 
housing up to hundreds of staff. What started out as a closed mix of systems to 
accomplish a specific mission has been extended to a much broader capability that 
applies to an entire operational unit across a wide range of missions and operational 
environments. Mega-systems that embrace the entire enterprise are now common 
objectives not only for the DoD, but also for corporations and for entire depart-
ments or agencies of government.
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As the scope increases, the system grows to encompass not only greater numbers 
of similar components, but also a much richer mix of component types. The Army 
FCS, for example, includes a mix of different types of weapon platforms, ground 
and air robotic platforms, and sensors of various types, as well as the command, 
control, and communications that link the individual platforms into a network. 
This translates into more technologies, many of them critical to accomplishing 
desired goals, a broader mix of applicable engineering disciplines and specialties 
that must work together, and a larger and more varied set of stakeholders.

As the number of components grows, so does the possible range of system inter-
actions among them as well as with the external environment. The very unpre-
dictability of some of these interactions makes it difficult to engineer them solely 
within traditional specialty groups. Instead, effective engineering requires working 
from the perspective of the whole mega-system; but as the mega-system grows, it 
becomes increasingly difficult for any one individual or even small group to com-
prehend it in its entirety.

Still another dimension of scope and complexity deals with the two-way feed-
back between the mega-system and the “business rules” of the organizations that 

table 5.2 Systems engineering and System-of-Systems engineering

Systems Engineering System-of-Systems Engineering

Focuses on development of a well-
bounded system to meet documented 
needs and performance

Evolves a capability by integrating 
legacy systems and new 
developments; rarely a fresh start

System architecture established early 
in life cycle; expected to remain 
relatively stable throughout 
development process

Architecture dynamically adapts 
with changing needs and mix of 
component systems

Interoperability is formally defined and 
managed

Interoperability continues to evolve; 
some aspects still to be discovered

Centralized acquisition and 
management

Component systems (often) 
acquired and managed separately

Stakeholders associated with the 
program (developers, funders, users, 
sponsors, etc.)

Stakeholders associated with 
multiple programs; may entail 
competing spheres of influence

Established and widely taught 
discipline; well-defined and 
documented processes

Emerging discipline; processes still 
under development

Source: Adapted from Valerdi, R., A.M. Ross, and D.H. Rhodes. 2007. A Framework 
for Evolving System of Systems. Crosstalk. October 2007. www.stsc.hill.
af.mil/Crosstalk/2007/10/0710ValerdiRossRhodes.html.
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will use it. As the mega-system evolves, it necessarily changes how people use it and 
how they accomplish their essential missions. For example, the FCS will change 
how soldiers fight. At the same time, new ways of fighting will change what both 
operators and strategists expect from the system. Thus, the notion of having a 
well-defined, unchanging set of requirements against which to optimize the mega-
 system becomes questionable.

5.2.2  More Diverse Stakeholders
Mega-systems that encompass multiple functions or cross multiple organizations 
necessarily have a larger and more complex set of organizations and individuals who 
have an interest or stake in the development. The broader the set of stakeholders, the 
greater the likelihood that their interests will differ, rather than being congruent.

Consider the following situation confronting the DHS. Clearly, integrating 22 
separate agencies and bureaus into a single department presents considerable chal-
lenges. Many of these organizations ran their own programs that now must be 
integrated and, where appropriate, consolidated. One such example is in the area 
of personnel screening and credentialing.5 In 2005, the DHS proposed the creation 
of the Office of Screening Coordination and Operations, formally implemented in 
2006 and renamed the Screening Coordination Office (SCO), to bring together 
eight separate screening programs (DHS, 2005). These programs, originally estab-
lished by different agencies to meet specific needs and now operated by different 
elements of the DHS, include the following:

United States Visitor and Immigrant Status Indicator Technology (US-VISIT) ◾
Secure Flight and Crew Vetting ◾
Free and Secure Trade (FAST) ◾
NEXUS/Secure Electronic Network for Travelers Rapid Inspection (SENTRI) ◾
Transportation Worker Identification Credential (TWIC) ◾
Registered Traveler ◾
Hazardous Materials Driver Background Checks ◾
Alien Flight Student Program ◾

It is noteworthy that these programs are only a small part of the 28 DHS cre-
dentialing programs that were cited in a recent report. A report issued by the SCO 
in December 2006 lists 28 specific programs. In addition to the ones cited above, 
there are a number of programs used specifically for granting immigration status 
along with other initiatives such as the Western Hemisphere Travel Initiative6 and 
REAL ID.7

By coordinating these separate programs, each with its own processes, con-
stituencies, and systems, the DHS seeks to gain efficiencies. Meanwhile, business 
interests as well as individuals, including individuals seeking to travel to the United 
States, hope to simplify the process so that they do not have to work with multiple 
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bureaucracies, each with its own system and procedures or have to resubmit their 
information and pay multiple times for the same background checks.

At the same time, privacy right groups are concerned that such consolidation 
will increase the threat to individual rights. Here we see a case where expanding the 
scope of the effort may benefit some stakeholders—in this case the Department, some 
travelers, and business interests—but may raise suspicions among other interests.

The situation is considerably more complex than even the challenge of coordi-
nating, let alone consolidating, multiple systems in the same department. Other 
interests also have a stake in the screening and credentialing “enterprise.” While 
the DHS is concerned about securing borders, protecting transportation systems, 
facilitating legal immigration and trade, enforcing immigration and trade laws, 
granting immigration status, and protecting the infrastructure, other federal agen-
cies, state and local governments, economic interests, and advocates also have a 
stake in this area. For example, the U.S. State Department grants visas, the Bureau 
of Prisons and the U.S. Marshal’s Service transport prisoners, and the Intelligence 
Community gathers and analyzes intelligence.

State and local governments are concerned with law enforcement,8 administra-
tion of welfare programs, and other services to their constituents. They are also 
concerned about having to pay for unfunded mandates, such as REAL ID, that are 
placed on the states by Congress but are perceived as DHS requirements. Economic 
interest groups, such as unions, shippers, and employers, are concerned with main-
taining wages and jobs, and seek to balance those interests with concerns about effi-
cient traffic movement and compliance with labor laws. Finally, advocacy groups 
concerned with immigration and privacy issues, among others, also have a stake.

This synopsis highlights the complex scope of screening and credentialing as 
a cross-enterprise challenge. It is being done in the context of the largest govern-
ment agency consolidation and reorganization since the formation of the DoD in 
1947. The technical aspects of coordinating multiple systems are not trivial by any 
means, but they seem to dwindle in comparison to the political, organizational, 
operational, economic, and even cultural challenges of accommodating such a wide 
range of diverse and—in some circumstances—competing internal and external 
stakeholders. Further, this effort must be accomplished while the different agencies 
continue to exercise their missions.

Engineering systems of this scale, whether the systems are developed under a 
single program or through coordination and consolidation of multiple programs, 
requires attention not only to the most effective technical solution, but also to these 
other, less technical but no less vital, dimensions. As George Heilmeier, Chairman 
Emeritus of Telcordia Technologies, has said: “The hard stuff is the soft stuff.”

5.2.3  Multiple, Often Conflicting, Objectives and Constraints
Few existing institutional incentives encourage program managers to build cross-
program capabilities at the expense of or in contravention of the capabilities required 
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to satisfy their own constituencies. Consequently, the components may have indi-
vidual goals and constraints that differ not only from those of other components, 
but also from the goals and constraints of the larger whole. This obviously can 
occur when separately developed systems are integrated during or after their devel-
opment. It can also occur even within the bounds of a single program effort when 
the components are individually associated with discrete communities of interest 
that have fundamentally different perspectives, interests, and inherent “cultures.”

For example, one large-scale simulation system was intended to meet the train-
ing needs both of the joint force and the individual armed Services. However, the 
various participants were unable to reach agreement on the capabilities to be pro-
vided. The tension between joint and individual service requirements adversely 
affected the expected product capability and the development schedule. The military 
Services expected more detailed modeling of their operations than joint training 
requires. Thus, advocates of joint training saw the service simulations as needlessly 
complex and expensive. On the other hand, the advocates of service training found 
little utility in simulations built only to joint requirements.

After two reorganizations, the DoD leadership elected to try a continuous 
integration strategy. The challenge of continuous system integration is to design a 
plan that yields a sequence of growing, testable capabilities and thus avoid the “big 
bang” problem, where all system components must be integrated before any capa-
bility can be tested. “Big bang” integrations find system problems after the develop-
ment phase is complete, when the resources needed to fix the problems are harder 
to obtain. The continuous integration approach proved very effective for the overall 
system, but brought an increased reliance on precise schedules containing a large 
number of incremental, component deliverables. Again, the tension between joint 
and Service requirements complicated development. Individual military Services 
held differing views about the order in which their capabilities were to be devel-
oped, and were often unwilling to tolerate adjustments of their internal schedules 
for the greater good of the overall system integration schedule.

5.2.4  Dissimilar Time Scales

When people refer to the rapid pace of technology change, they are typically refer-
ring to information technologies. As noted in Chapter 2, we are familiar with sev-
eral “laws” of technology, most notably

Moore’s law, which states that the power of computers at the same price dou- ◾
bles every 18 months
Law of fiber, which states that bandwidth capacity at the same price doubles  ◾
every 9 to 12 months
Metcalf ’s law, which states that the power of the network goes up with the  ◾
square of the number of people connected
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But not all technologies change at the same pace. Material and sensor technologies, 
such as advanced materials and ceramics, autonomous robotics, and chemical and 
biological detection capabilities, evolve at considerably slower rates than informa-
tion technologies, typically over a period of years if not decades.

The differences among the rates of change of individual technologies not only 
complicate the acquisition of large-scale systems directly, but also increase the 
difference between the acquisition time scale—typically measured in years and 
decades—and the changing desires and needs of the user—often influenced by the 
availability of faster, more capable technologies. Where users can readily acquire 
technology, particularly information technology, they will do so and home-grow 
their own systems. At one level, this may be seen as a beneficial stop-gap measure to 
bridge the interval until the system of record is formally fielded. However, these 
locally developed solutions gain proponents and thus longevity, clearly exacerbat-
ing the problem of finding common solutions across the entire user community. 
Government and industry have defined numerous acquisition approaches to deal 
with this mismatch, including evolutionary acquisition9 and rapid prototyping, and 
continue to explore the most effective approaches of getting needed functionality to 
users in as short a time as possible.

5.2.5  Test and Evaluation Challenges and Constraints
Today’s government test and evaluation infrastructure must not only evaluate the 
performance of complex systems against their stated requirements, but also evaluate 
them in a representative environment. As individual systems define greater num-
bers of discrete interfaces and as programs are established to engineer and acquire 
integrated mega-systems, the test and evaluation challenge increases in scope and 
complexity. Existing test facilities, tools, and methods developed to deal with indi-
vidual, albeit highly complicated, weapon platforms must be extended to address 
multi-system and, indeed, multi-service interactions. Constraints on the timely 
availability of all critical components and on the resources required to move them 
to a common physical facility have encouraged the DoD to develop an infrastruc-
ture to link mega-system components that may be widely distributed physically.

Other challenges involved in testing and evaluating mega-systems stem from 
the sheer number of interactions and the resultant difficulty of identifying the root 
cause of failures. Localized phenomena in one part of the mega-system may propa-
gate globally. Failures outside the mega-system may affect performance within its 
boundaries. Detecting, isolating, and tracing such behavior in a highly complex 
system is clearly difficult.

Still another difficulty arises from the lack of formal, testable requirements for 
many mega-systems. Often, formal requirements are stated for the component sys-
tems but not for the whole. In other cases, the requirements for the whole are either 
overly ambitious or fail to capture some new capability that has emerged after the 
requirements were documented and approved.
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5.2.6  Vulnerabilities: Expected and Unexpected 
Negative Effects

At the heart of all complex mega-systems lies the information infrastructure, which 
enables the exchange of information among the system’s component elements. The 
increased reliance on the infrastructure brings with it a well-recognized but not 
fully understood set of vulnerabilities. These are associated not only with cyber 
threats, such as malicious intrusion, insider threat, and inadvertent errors, but also 
with the vulnerabilities arising from the inherent complexity of its interactions. 
We have mentioned some of these. Local failures, whether inadvertent or deliber-
ately caused, can propagate widely. Examples of cascading failures have been well 
documented in the electric power industry (Amin, 2000). Complex feedback and 
feed-forward loops can complicate our ability to understand and thus trace the root 
cause of problems. Many of these vulnerabilities remain invisible until the mega-
system is actually constructed and operational; some of them will then emerge over 
time. These vulnerabilities are inherent in the nature of the interactions and can 
neither be completely prevented nor resolved through independent modification of 
the individual components.

Faults in electric lines in Oregon resulted in excess load … which led to the trip-
ping of generators … which led to the separation of the North–South Pacific Inter-
tie near the California–Oregon border … which led to islanding and blackouts in 
11 U.S. states and two Canadian provinces (Amin, 2000).

5.3  troubled Large-Scale Systems
Considerable evidence demonstrates that not all major engineering efforts succeed. 
In fact, recent years have witnessed a number of spectacular failures. These have, of 
course, included physical systems (e.g., bridges, tunnels, and spacecraft) and have 
made front-page news. In addition, there is a long and growing record of software-
intensive system failures. Some of these have also made headlines. Many other proj-
ects, even if they have not “failed,” are seriously over cost and behind schedule.

In 1994, The Standish Group published the first of a series of reports, updated 
every 2 years since then, entitled the Chaos Reports.10 These reports focus on the 
state of software projects in the United States and encompass both commercial 
developments and projects for federal, state, and local governments. In 1994,

16% of projects for which data was collected were considered successful; that  ◾
is, they were completed on time, on budget, and provided all the features and 
functions initially specified
31% were failures; they were canceled at some point during the develop- ◾
ment process
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53% were considered impaired or challenged in that they were completed and  ◾
operational but over budget, behind schedule, and with fewer features and 
functions than initially specified

Since then, The Standish Group has reported a continuing improvement in these 
statistics as well as a continued decline in the average percentage of cost and sched-
ule overruns. By 2006, 35% of projects were deemed successful, 19% were outright 
failures, and 46% were impaired. These figures certainly do not indicate a com-
plete reversal, but they clearly show a marked improvement over the data reported 
in 1994. However, results presented in the 2009 report showed a reversal in the 
improving success rates, with 32% of projects succeeding, 44% deemed challenged, 
and 24% considered to have failed.

Many sources cite examples of failed information technology projects (Saltzer, 
1999, 2004; Charette, 2005; CSTB, 2000). Table 5.3 provides some examples. It 
is not intended to be an exhaustive list, but rather to illustrate the range of projects 
that have been canceled after years of effort and considerable expenditures. In some 
cases, these failures were spectacular and became the subjects of front-page head-
lines and Congressional hearings.

What caused these projects to fail? Analyses cite many causes, including 
unrealistic goals, inaccurate estimates, and poor or inappropriate management 
practices. One could also argue that their failure resulted from the sheer com-
plexity of the functional demands, coupled with a linear, top-down approach 
inadequate to deal with that complexity. Saltzer (1999, 2004) identifies a number 
of recurring problems. First, these projects were often efforts to replace existing 
operational systems with new systems that were overly laden with new features 
and that relied on new and, in some cases, unproven technologies (“second-
 system effect”11). In some cases, the systems behaved according to a different set 
of rules as they expanded (incommensurate scaling): features that functioned 
well in isolation or on a small scale did not work as expected when they were 
scaled up. Finally, people who were aware of these issues refused to acknowledge 
them (what Saltzer refers to as the “bad-news diode”) or, if they did acknowl-
edge them, those in management who could have acted on their reports, chose 
not to regard them.

Saltzer (1999, 2004) argues that the solution for these large, complex software 
projects is to adopt an incremental and iterative approach that focuses on

Getting something simple working soon ◾
Working on one new problem at a time ◾
Identifying ways to find flaws early ◾
Using iteration-friendly design ◾

He contrasts this iterative approach, termed “empiricism,” with the “rationalist” 
approach of the top-down plan-specify-build approach of the Waterfall Model 
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table 5.3 examples of Canceled Large-Scale engineering projects

Project Year Outcome
Cost 

(U.S.$)

Hudson’s Bay Co. 
(Canada)

2005 Problem with inventory 
control system led to 
revenue loss

$33.3m

U.K. Inland Revenue 2004–2005 Software errors 
contributed to tax-credit 
overpayment

$3.45b

Avis Europe PLC (U.K.) 2004 Enterprise resource 
planning system 
canceled

$54.5m

AT&T Wireless 2003–2004 Customer relations 
management (CRM) 
upgrade problems led 
to revenue loss

$100m

Sydney Water Corp. 
(Australia)

2002 Billing system canceled $33.2m

Federal Bureau of 
Investigation Virtual 
Case File

2000–2005 Replacement for paper 
file system canceled

$100–170m

Bureau of Land 
Management automated 
land and mineral records 
system

1999 Canceled after 15 years 
of effort

$411m

Internal Revenue Service 
tax modernization

1997 Canceled after 8 years 
of work

$4b

State of California 
vehicle registration 
systems

1994 Never deployed $44m

Denver International 
Airport Baggage System

1994 Problems with routing 
baggage delayed 
airport opening by 
11 months

$1m/day

U.S. Federal Aviation 
Administration Advanced 
Automation System

1994 Terminated after 
12 years

$6b
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(Figure 5.3). The terms “rationalism” and “empiricism” to contrast these two 
approaches were first used by Brooks in a 1993 lecture.12

Saltzer and others have questioned whether traditional top-down systems engi-
neering approaches that concentrate on decomposition and partitioning apply to the 
development of these large-scale, complex systems. They also question the extent to 
which such traditional systems engineering practices can continue to scale up, their 
ability to address systems with complex (nonlinear) behavior, and their extensibility 
to efforts for which there is no single identified project. In other words, they ques-
tion whether these techniques apply to the kinds of problems that are encountered 
in mega-systems.

table 5.3 (continued) examples of Canceled Large-Scale engineering 
projects

Project Year Outcome
Cost 

(U.S.$)

CONFIRM reservation 
systems (Hilton, Marriott, 
Budget Rent-a-Car, 
American Airlines)

1992 Canceled after 
3.5 years of 
development

$125m

London Ambulance 
Service (U.K.)

1990; 1992 Dispatch system 
canceled in 1990; 
second attempt started 
in 1991 and abandoned 
after deployment with 
20 lives lost in 2 days

$11.25m; 
$15m

Plan

Specify

Design

Build

Ship

Early Prototyping

Discover Problems

Iterate Until OK

Ship

Rationalism Empiricism

Figure 5.3 rationalism versus empiricism. (Source: Copyright by Jerome h. 
Saltzer. used with permission.)



86  ◾  Engineering Mega-Systems

5.4  Levels of Systems engineering
Traditionally in U.S. defense programs, systems engineering has been a function that 
resides within a program, with the systems engineer reporting to the program manager. 
As such, systems engineers, working in support of the program manager, are respon-
sible for delivering a desired capability, sometimes by integrating already- existing 
or developmental systems and at other times by developing such a capability from 
scratch. They must design and implement the total system with particular emphasis 
on translating the users’ needs into a viable design. In particular, systems engineers are 
responsible for generating and analyzing alternative designs and for coordinating and 
controlling the various engineering tasks involved in implementing the system.

In cases where a mega-system results from the integration of separately 
managed systems, the systems engineering function continues, but with some 
significant differences. First, there is rarely a single program structure that 
encompasses the full set of systems that could be involved. In those cases, sys-
tem engineers do not work within a single program but rather across multiple 
programs. Therefore, they are rarely in a position to direct, but instead must be 
able to influence the various programs and their technical directions. Second, 
in these circumstances, systems engineers typically direct their attention across 
the various systems rather than addressing the totality of the interactions. The 
emphasis is on the interfaces among and the interactions between the several 
individual systems. We refer to this as “end-to-end engineering” to connote 
that the objective of this activity is to ensure that all the systems that support a 
particular operational sequence of activities can, in fact, work together from the 
beginning to the end of the sequence.

A systems engineer can also support the strategic aspects of shaping an enterprise 
or even an extended enterprise. These aspects focus on developing strategies, formu-
lating policies, and establishing processes and governance structures. In such cases, 
the role of the systems engineer is to provide enterprisewide technical guidance, 
help in developing and drafting related guidelines, and conduct independent assess-
ments in support of the managers of the enterprise. Figure 5.4 highlights these three 
levels of systems engineering: intra-program, end-to-end, and enterprise-wide.

5.5  enterprise Systems engineering profiler
The Enterprise Systems Engineering Profiler introduced in Figure 5.5 builds on 
and elaborates the concepts introduced in both the basic framework and the levels 
of systems engineering. It is intended as a first step toward the development of a 
self-assessment tool that can help the systems engineer understand the nature and 
context of the system of interest. It is also intended as a situational model that can 
help systems engineers select and adapt the processes, tools, and techniques most 
applicable to the particular system problem and context.
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5.5.1  Quadrants and Dimensions
The Profiler is organized into four quadrants and three rings. The quadrants 
describe different dimensions of the broader context in which the system or mega-
system will be developed and will operate and evolve. Three of these map directly 
to the dimensions introduced previously. The fourth quadrant introduces aspects 
of the implementation or acquisition environment. Each of these four quadrants is, 
in turn, further decomposed into two related dimensions.

Reading clockwise, the first quadrant addresses the strategic context. Here we 
focus on the dimensions related to the stability of the mission environment and the 
scope and breadth of the intended system. Requirements for systems that will oper-
ate in a stable environment are expected to change more slowly than those for sys-
tems that will operate in environments that are themselves changing. More narrowly 
focused efforts address a single function. As they broaden, they can be expected to 
address an enterprise or, in some instances, an extended enterprise.

The second quadrant—the implementation context—highlights differences in 
the scale of the effort—the extent to which the program is expected to support a 
similar community of interest or to span multiple such communities—as well as its 
structure. This context can range, at its simplest, from a single program established 
to implement a single system to the obviously more complicated activities associated 
with multiple programs organized to implement multiple, although related, systems. 
Note that the acquisition context was not specifically addressed in the framework 
presented in Chapter 4 but is now included in the Systems Engineering Profiler.

The third quadrant is the stakeholder context and directly maps to the decision-
making vector of the basic framework. In this model, we have differentiated two 
aspects of stakeholder involvement: (1) the extent to which stakeholders agree with 
the goals and objectives of the effort and (2) the extent to which stakeholder relation-
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ships change. It is not only the changing relationships that shape the environment, 
but also the extent to which stakeholders accede to or resist such changes.

The fourth quadrant is the systems context. Here we focus on the expected outcome 
of the effort as well as on the behavior of the system itself. The expected outcome can 
range from modest improvements in an existing capability to, at the other extreme, 
the development of a fundamentally new capability. The behavior of the system, 
described primarily in terms of its predictability, is closely related to the expected 
outcome. Efforts directed toward improving an existing capability are more likely to 
demonstrate predictable behavior, while those focused on developing a novel capabil-
ity are likely to result in behavior that is less predictable and more likely to evolve.

The maturity of the technologies that will be used is a contributing factor in 
this quadrant. The performance and interactions of technologies at the state of the 
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practice should be well understood and therefore be considerably more predictable. 
In contrast, the behavior and realized performance of technologies in development 
or still being explored are obviously far more difficult to predict.

5.5.2  Concentric Rings
As in the basic framework, the concentric rings reflect increasing complexity, uncer-
tainty, and variability as one moves outward from the origin. The innermost band 
reflects the domain of traditional program management and traditional systems 
engineering, or at least the idealized state, in which the manager and the systems 
engineer operate inside the program. Here, the effort is most often characterized by 
well-bounded problems, stable requirements, mature technologies, and predictable 
behavior. In effect, this is the realm of “tame” problems and linear approaches to 
resolving them.

The middle band can be considered the transitional domain. This is the region 
of end-to-end systems engineering in which the systems engineer primarily works 
across system and program boundaries. Here, the engineer is more likely to exercise 
influence than direct control.

The outermost band, which we have termed the “messy frontier,” highlights situ-
ations where managers and systems engineers must deal with a highly fluid envi-
ronment, distributed developments often lacking a global blueprint, and multiple 
stakeholders with independent, and sometimes conflicting equities and systems 
whose desired functionality and technical behavior are expected to evolve over time. 
It is the environment of multiple users and multiple stakeholders. As discussed previ-
ously, this is the region of uncertainty, unpredictability, and diversity. It is also the 
region of “wicked” problems—problems that do not lend themselves to the tradi-
tional centralized, top-down design and development approaches described above.

As one moves outward along these concentric rings, one encounters fundamental 
differences in the extent to which the systems engineer can direct change. That, how-
ever, does not mean that he or she cannot effect it. In the innermost ring, the region of 
what we have termed “well-bounded” systems and the province of traditional systems 
engineering, the systems engineer does have some measure of technical control over 
the behavior of the systems and management control over all the component elements. 
As one moves outward, the engineering, development, acquisition, and evolution of 
these mega-systems take place in the absence of familiar control mechanisms.

The transition from a well-bounded system to a complex mega-system is not a 
matter of merely scaling up from the well-bounded system. Instead, it involves 
a significant shift in perspective, in approach, and in the applicability of tools and 
techniques. The techniques that have emerged to engineer well-bounded systems 
are predicated on the essential linearity of the systems. Consequently, these tech-
niques may not apply to those aspects of the behavior of mega-systems that are 
emergent and therefore not predictable. Similarly, the management techniques that 
work in a unitary environment may not work in a pluralistic one.
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This, then, is perhaps the key challenge in engineering and acquiring mega-
systems: to develop large-scale, complex mega-systems and then continue to man-
age their evolution when there is no authority to impose conformity from above. 
Instead, evolution takes place through the purposeful, deliberate, and cooperative 
(or in some cases, competitive) actions of the system’s constituent elements.

5.5.3  Using the Enterprise Systems Engineering Profiler
This emerging Enterprise Systems Engineering Profiler has two uses. As a self-
assessment and a diagnostic tool, it can be used to highlight the nature and context 
of the system of interest along a number of different dimensions. As a situational 
model, it can help the management and engineering team select the set of tools that 
best fits the nature of the problem at hand. In some instances, traditional systems 
engineering and software engineering processes will continue to be the most appro-
priate approaches. In other cases, the processes, methodologies, and tools must 
accommodate the flexibility and adaptability required by the sheer scale, complex-
ity, and heterogeneity of these mega-systems.

In practical terms, the manager or engineer can use this framework to map the 
system or mega-system of interest, creating a spider chart or polar diagram of the 
system’s context (Figure 5.6).

It should be noted that this map may, in fact, change over time as a result not 
only of deliberate actions by the management and systems engineering team, but 
also of events that fall outside their control. For example, the nature of the mis-
sion environment may alter, starting out as relatively stable but shifting to one 
that is more dynamic. Similarly, initial resistance among selected stakeholders may 
weaken over time and, through the deliberate actions of the program, change to 
concurrence and support. The opposite may also happen: Stakeholders who initially 
agree may discover that they have substantial differences over time.

A situational model can help the systems engineer select and adapt the best 
processes, tools, and techniques on the basis of the system’s nature and context. 
Underlying the very notion of a situational model is the premise that different 
processes, tools, and techniques apply in different situations. The challenge is to 
understand the situation sufficiently well to select the most appropriate ones and 
to adapt the tools as the situation warrants.

An important caveat is warranted here. This Profiler is only the starting point of 
such a self-assessment tool and situational model rather than a final version. A rich 
dialogue is required to refine it, and considerably more experience is needed before 
we can confidently link specific systems engineering practices to particular situations. 
This is, in fact, a fruitful area of research in the systems engineering community.

Following the two case studies presented in Chapters 7 and 8, we will use the 
Systems Engineering Profiler to synthesize and summarize the particulars of that 
case study. The resulting profiles are, in fact, quite different, reflecting the particular 
circumstances of each case study. In Chapter 10, the Systems Engineering Profiler 
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is repeated, this time as a framework to highlight the emerging tenets associated 
with engineering mega-systems.

5.6  Summary
This Section provided a highly abbreviated discussion of the nature of large-scale, 
complex mega-systems and the challenges they present to systems engineers. Both in 
the commercial world and in government, we value the benefits that accrue from the 
interactions between disparate systems and the resulting collaborations between pre-
viously separate communities. As we set out to deliberately engineer such systems, 
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Figure 5.6 using the Systems engineering profiler to map a system or mega-
system. (From Stevens, r., 2008. Profiling Complex Systems, proceedings of the 
Ieee International Systems Conference, montreal, Canada, april 2008. with 
permission.)
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we find ourselves at the intersection of what we have learned in practice about the 
engineering of well-behaved linear systems and what some suggest is necessary to 
develop far more complex, and certainly much less well-behaved, mega-systems.

endnotes
 1. Available online at www.incose.org/whatis.html (accessed 1 March 2008).
 2. Software engineering is defined as the “application of a systematic, disciplined, quan-

tifiable approach to the development, operation, and maintenance of software (IEEE, 
1990).

 3. There is a rich literature on adaptive software development. For information about 
Scrum, see http://www.controlchaos.com/about/ (accessed 1 March 2008).

 4. An initial draft of the System of Systems Engineering Guide was released for comment 
in December 2006. This was followed by pilot phase, which included interviews with 
practitioners of system-of-systems engineering as well as with research teams active 
in the field. The results of this pilot phase are reflected in Version 1.0 of this Guide, 
released for comment in January 2007.

 5. Personnel screening and credentialing are formally defined by the DHS as “assessing a per-
son to determine identify, risk and suitability for a benefit, access, credential or privilege.”

 6. The Western Hemisphere Travel Initiative requires all travelers, when entering the United 
States, to present a passport or other document that denotes identity and citizenship.

 7. The REAL ID Act of 2005 requires people entering federal buildings, boarding air-
planes, or opening bank accounts to present identification, including state-issued driv-
er’s licenses, that has met certain security and authentication standards.

 8. Consolidated screening systems could also have unintended consequences for decision 
makers such as local law enforcement or immigration officials. For example, if some 
stopped for a routine traffic violation is found to also be in violation of immigration 
laws, it would lead to an increased local work load and costs. Similarly, additional 
criminal information being presented to immigration officials adds additional com-
plexity and time for admittance decisions for non-U.S. citizens.

 9. Evolutionary acquisition, also known as spiral development (see Chapter 5, Section 
5.1.2), “allows more rapid deployment of systems and provides a process for incre-
mental upgrading of fielded systems…. [It] permits the addition of new capabilities to 
a system as the underlying technologies evolve without this being viewed as ‘require-
ments creep.’” It is one of three primary thrusts of Chairman of the Joint Chiefs of Staff 
Instruction 3170.01A, Requirements Generation System (Washington, DC: Office of the 
Chairman of the Joint Chiefs of Staff, August 10, 1999).

 10. See The Standish Group at: http://www.standishgroup.com.
 11. In computing, the second system effect refers to the tendency to design the successor 

to a relatively small and successful system as large and feature laden. The term was first 
used by Frederick Brooks in The Mythical Man-Month: Essays on Software Engineering, 
Anniversary Edition. Boston, MA: Addison-Wesley.

 12. The terms “rationalism” and “empiricism” were used by Frederick Brooks in a key-
note lecture entitled “Language Design as Design,” delivered at the April 1993 Second 
ACM SIGPLAN History of Programming Languages Conference,Enterprise Systems 
Engineering Profiler.
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6Chapter 

Introduction to mega-
System Case Studies

This chapter introduces two real-world case studies (see Chapters 7 and 8) to 
explore the practical aspects of engineering large-scale, complex systems that cross 
functional and organizational boundaries.

6.1  a note about Case Studies
A case study is a method for learning about a complex topic by considering the topic 
as a whole and setting it in its broader context. A case study provides a longitudinal 
description and analysis of a project, a business, or an industry, and chronicles the 
events that happened, the perspectives of the different stakeholders, the processes 
followed, the decisions made, and the outcomes achieved.

The fields of law, government, medicine, business,1 and sociology have a long-
standing and rich tradition of using case studies as teaching tools. More recently, we 
have seen a growing interest in developing case studies in the field of engineering, 
particularly systems engineering. For example, Hughes’s book, entitled Rescuing 
Prometheus: Four Monumental Projects that Changed the Modern World,2 presents 
four large engineering projects of the twentieth century as a way of describing the 
emergence, and the limits, of systems engineering during that time.

Friedman and Sage (2004) offer a more structured approach to systems engi-
neering case studies as a way of illustrating systems engineering concepts. The 
Friedman-Sage Framework, as it is called, is presented as a matrix of nine sys-
tems engineering concept areas3 and three responsibility domains. These domains 
differentiate between government, contractor, and shared government–contractor 
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responsibilities. Friedman and Sage suggest an approach of developing case studies 
to illustrate different cells in the resulting 9×3 matrix.

We are also beginning to see the development of repositories for such case stud-
ies. The Air Force Center for Systems Engineering, part of the Air Force Institute of 
Technology (AFIT), has sponsored the development of several case studies4 using 
the Friedman-Sage Framework and posts them on online. Other academic institu-
tions, such as the Harvard Business School, are also writing case studies and mak-
ing them available not only to their own students, but also more broadly to systems 
engineering practitioners.

6.2  approach to mega-System Case Studies
The case studies presented in this section are intended to tell a story: how each 
of these efforts tackled the engineering of a particular large-scale, cross-boundary 
project. The studies are intended to describe rather than to assess or critique. In 
presenting these studies, we hope to identify patterns and glean insights about what 
techniques seem to work and the circumstances in which they are effective.

Unlike traditional case studies, in which the effort presented is complete and 
outcomes can be examined, these case studies examine activities that were, at the 
time of writing this book, still in process. Consequently, we can describe the prac-
tices and techniques being implemented, but we cannot always confidently predict 
whether they will, in fact, achieve the desired outcomes.

The case studies presented here were selected on the basis of several criteria:

They address efforts that approximate our definition of a mega-system. ◾
They invoke the engineering of mega-systems. That is, there is a deliberate,  ◾
managed effort to achieve a desired outcome.
Information about the project events and engineering approaches is readily  ◾
available through a combination of interviews, project documentation, and 
published material.

Both of the programs described as case studies depend, in whole or in part, 
on information technologies to achieve their objectives. The SIAP is a DoD-wide 
effort to develop a common air picture that all military units in the battle zone 
could use to detect and track all airborne objects and distinguish between friend 
and foe. The second case study comes from the commercial sector. It focuses on 
the development and deployment of RFID technologies to identify and track items 
throughout the global supply chain.

These case studies also illustrate two different kinds of mega-systems. SIAP 
is an example of a composed mega-system, in that the effort is intended to fix 
known inconsistencies in the way that different systems detect, identify, and 
track air objects. RFID explores an approach to what we have termed designed 
mega-systems. Rather than integrating already-developed components, this effort 
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is directed at engineering and developing fundamentally new capabilities that span 
functional or organizational boundaries. In the RFID case, the boundaries stem 
from corporate concerns over protecting proprietary data; the desire to maintain 
competitive advantage keeps suppliers and their retailer customers from sharing 
information about items in the supply chain.

Neither of these projects is typical within its larger organizational context. SIAP 
is not a traditional DoD acquisition program—although it may be restructured 
to become one—but a systems engineering activity involving multiple acquisition 
programs. RFID is not an effort to produce a particular system, but rather an 
attempt to develop a set of standards that could be used by multiple vendors. What 
they do have in common is that each effort is designing a capability that is intended 
to span multiple, independent users.

Both case studies begin with a discussion of the background, focusing on the 
circumstances and events that led to the establishment of the project. We then 
show how the project evolved over time. Throughout, we highlight the engineering 
and management processes implemented and, where these have changed over the 
course of time, identify the reasons for such changes. At the conclusion of each case 
study, we use the Enterprise Systems Engineering Profiler presented in Chapter 5 as 
a means to synthesize the circumstances of the case.

At the end of Section III there is a brief discussion of the similarities and differ-
ences between the two cases. In so doing, we seek to highlight topics relevant to the 
engineering of mega-systems.

endnotes
 1. The case study method was pioneered by the Harvard Business School in the 1920s as 

a way to engage students in exploring real-world problems and decisions.
 2. The projects described are the Semi-Automated Ground Environment, a computer- 

and radar-based air defense system; the Atlas project, which developed the first U.S. 
intercontinental ballistic missile; the Boston Central Artery/Tunnel Project, also known 
as the “Big Dig,” which is building a complex system of tunnels and bridges to move 
traffic through downtown Boston; and the ARPANET, an early interactive computer 
system that is recognized as the progenitor of the Internet.

 3. The nine concept areas are Requirements Definition and Management; Systems 
Architecture Development; System, Subsystem Design; Validation and Verification; 
Risk Management; Systems Integration and Interfaces; Life Cycle Support; Deployment 
and Post Deployment; and System and Program Management. The first six represent 
the faces of the systems engineering life cycle, while the latter three encompass process 
and systems management support.

 4. The case studies can be found online at: www.afit.edu/cse/cases. They cover the B-2 
stealth bomber, the C-5A and C-5B aircraft, the F-111 fighter-attack aircraft, the 
Global Positioning System (GPS), the Hubble Space Telescope, and the Theater Battle 
Management Core System (TBMCS). While all these case studies describe technical 
and engineering challenges, five of them are about essentially well-bounded projects 
and one focuses on an information-based system.
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7Chapter 

Single Integrated 
air picture1

A coherent picture of the battlespace is a critical enabler for joint warfare. When 
such a picture depicts and tracks the location of all aerospace objects and distin-
guishes friend from foe, it is called the Single Integrated Air Picture (or SIAP for 
short). The primary network used by all the military Services today to create such 
a picture is called Link 16.2 Link 16 operates on two advanced radio transceiver 
terminals: the Joint Tactical Information Distribution System (JTIDS) and the 
Multifunction Information Distribution System (MIDS).

While a formal standard defines the messages that will be passed on this net-
work,3 the standard is lengthy, complex, and allows individual weapon system plat-
forms (encompassing aircraft as well as ground- or sea-based air defense systems) 
to implement it differently. It includes options, leaves interpretations open to indi-
vidual platforms, and does not address platform-specific issues such as databases 
or displays. Thus, different platforms may have interpreted the standard differ-
ently, implemented different features, or opted not to implement a particular set 
of features. The result: different pictures in different platforms, operator confusion, 
and—all too often—the risk of fratricide. To address this well-recognized problem, 
the DoD established a formal SIAP program in 1998.

7.1  motivation: moving from Independent Systems 
to a theater-wide Integrated Capability

Traditionally, each military Service has developed its own weapon systems with the 
expectation that these would be used independently; that is, that each Service would 
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be able to direct the use of its own weapons. However, over the past decade or so, 
it has become clear that, rather than operating independently, Service-developed 
and -operated systems would have to function as part of a joint integrated capabil-
ity.4 Sometimes, as in the case of air and missile defense, that capability would be 
theater-wide and under the management of the regional combatant commander.5

The 2010 Joint Theater Air and Missile Defense Concept, prepared by the Joint 
Theater Air and Missile Defense Organization (JTAMDO) in 1996, articulated 
this transition from independent, geographically based air and missile defense 
operations to a theater-wide, integrated capability that leverages long-range weap-
ons and overlapping weapon engagement zones.

The goal of this vision is to build a theater-wide, integrated, joint force capa-
ble of destroying TAMD (theater air and missile defense) targets at the time and 
place of the commander’s choosing—on the ground, before and after launch, or in 
flight, in support of the Defense Department’s TAMD objectives. To realize this 
goal, joint employment concepts achieved through interoperability are needed to 
realize the full benefits of long-range weapons and overlapping weapon engagement 
zones. Current doctrine; concepts; and tactics, techniques, and procedures (TTPs) 
based on individual weapon systems and deconfliction rules must move toward 
an integrated, collaborative approach centered on joint planning and engagement. 
Today’s isolated individual weapon system engagement zones that restrict warfight-
ing options must evolve into theater-wide joint engagement zones (JEZs) for attack 
operations and active defense (JTAMDO, 1996).

Key to the accomplishment of such an integrated capability is a coherent state of 
situation awareness among all military units operating in the battle zone to detect 
and track all objects (including ballistic missiles) and to identify them as friend or 
foe. This shared situation awareness forms the basis for a SIAP and is defined as 
“the product of fused, near-real-time and real-time data from multiple sensors to 
allow development of common, continuous, and unambiguous tracks of all air-
borne objects in the surveillance area” (JTAMDO, 1998). The SIAP is being devel-
oped from an integrated capability that merges data from multiple sensors and will 
provide all system operators with a consistent and complete set of information about 
each airborne entity. This capability is viewed as a critical operational requirement.

Problems with achieving such a SIAP have been widespread, chronic, and well 
documented. They have been noted in real-world operations, in exercises, and in 
periodic test and evaluation events. These problems include erratic tracking, dual or 
multiple track designations, inconsistent location information, and incorrect iden-
tification, among others. They have resulted in a confused air picture where some 
airborne objects do not show up on the display, where they show up but are mis-
identified as either friendly or hostile, or where the display shows two aircraft where 
there is only one. Furthermore, different platforms may display different results. 
Such confusion has translated into, at a minimum, increased operator workload, 
and, at worst, cases of “friendly fire.”
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The challenge for the SIAP did 
not lie in finding technical solutions 
to these problems. Root causes had 
been identified and understood. 
In fact, many of the root causes 
revolved around differing interpre-
tations and implementations of the 
Joint Data Network standards.6 
Instead, the challenge was one of coming to jointly agreed-to solutions and then 
coordinating the implementations of these solutions.

7.2  Standing up a System engineering organization7

To overcome inadequate cross-Service engineering and different implementation 
of standards, and in anticipation of the need to develop and field the desired SIAP 
capability, the DoD established a special organization—the Single Integrated 
Air Picture System Engineering Task Force (SIAP SETF)—in October 2000. As 
described in the Undersecretary of Defense memorandum establishing the SETF 
(Gansler, 2000), its objectives “include performing the system engineering needed 
to fix problems in the existing Joint Data Network and to guide development 
toward a future SIAP capability.”

The mission of the SIAP SETF, as stated in its charter, was to identify the most 
efficient means to achieve a SIAP that satisfies warfighter needs. More specifically, 
the Task Force was charged with

Implementing a disciplined system engineering process ◾
Making recommendations on the most cost-effective solutions that lead to  ◾
measurable improvements in warfighting capability
Providing technical expertise to aid in SIAP requirements development ◾
Developing system and technical [architectural] views for the SIAP compo- ◾
nent of the TAMD integrated architecture.

The SETF was structured as a small (approximately 30 full-time staff) organi-
zation, staffed with personnel supplied by each of the military Services. A “virtual” 
staff of subject matter experts from the various Services, funded by the SETF, 
would supplement the “core” staff.

The charter defined the responsibilities of the SIAP Acquisition Executive, the 
SIAP Oversight Council, and the SIAP System Engineer, and the related roles of the 
Services and agencies. Of note, the SIAP Acquisition Executive came from the Army 
(the Army Acquisition Executive), the SIAP Technical Director from the Navy, and 
the day-to-day manager from the Air Force. These latter two jobs were defined 

The challenge was not to find the tech-
nical solutions, but to come to jointly 
agreed-to solutions and then coordi-
nate the implementation of these solu-
tions by multiple, separate programs.
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as full-time dedicated positions. While the SETF was assigned responsibility for 
centralizing the SIAP system engineering functions and producing service-coordi-
nated recommendations, the individual Services and agencies retained responsibil-
ity for execution.

The SIAP SETF was not a typical acquisition office, but was designed as a 
special system engineering organization that took direction from its own man-
agement structure. Oversight came through two channels. The first was through 
the established operational requirements process within the Joint Staff, where 
approval authority for both validation and prioritization of recommended solu-
tions to existing systems is vested in the Joint Requirements Oversight Council 
(JROC).8 The second was through the SIAP Oversight Council, a three-star-level 
body with representatives from each of the military Services. The SIAP Oversight 
Council served as an advisory body to the SIAP Acquisition Executive and was 
the group to which unresolved system engineering matters could be elevated. This 
second channel was intended to focus on coordinating the implementation of 
approved solutions.

In addition to these two direction and reporting channels, the SIAP SETF 
had to coordinate with several other organizations with similar responsibilities for 
resolving interoperability problems affecting air warfare. The SETF established a 
close working relationship with the Joint Forces Command (JFCOM) on issues 
related to priorities among problems to be solved as well as on procedures to miti-
gate operational ambiguities. The SETF also built close alliances with JTAMDO, 
responsible for the operational air and missile defense architecture; with the 
Ballistic Missile Defense Office (now the Missile Defense Agency (MDA)), respon-
sible for the system engineering for the air and missile defense architecture; and 
with the Defense Information Systems Agency (DISA) on process issues related to 
Joint Interoperability of Tactical Command and Control Systems (JINTACCS) 
and coordination with allies.

7.3  SIap System engineering process
The SIAP SETF charter directed it to implement a disciplined system engineering 
process. That initial system engineering process involved four steps: (1) require-
ments analysis, (2) functional analysis, (3) implementation analysis, and (4) phased 
implementation (see Figure 7.1). These steps were adapted from traditional system 
engineering principles and practices. The formal products expected from this pro-
cess were system baselines and Block Improvement Plans to define the evolution-
ary deployment of incremental SIAP capabilities. As a by-product, the process was 
intended to help develop approaches to reach agreement on Link 16 implementa-
tions, test these implementations, and determine their warfighting contributions, 
and to resolve disagreements among the different Services.
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7.3.1  Initial Strategy: Incremental Blocks
The SETF structured the effort as a series of incremental blocks. For each block, 
the SETF would identify the engineering specifications; document the supporting 
rationale, including test results and analysis; and estimate the resources required to 
implement the recommendations across the various systems. Implementation, as 
noted above, was the responsibility of each of the Services.

7.3.1.1  Block 0: Demonstration of SIAP System 
Engineering Process

The initial focus of the Task Force, referred to as Block 0, was threefold. First, 
Block 0 was to establish a disciplined engineering process by which to develop 
and integrate SIAP recommendations. Second, it was to develop recommendations 
for near-term fixes to known Link 16 problems. Finally, the SETF was to lead the 
development of the system and technical views of the SIAP architecture as input 
into the broader TAMD integrated architecture.9

Block 0 activities focused on four significant link interoperability issues selected 
and subsequently endorsed by the JROC because of their impact on joint theater 
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operations, their applicability across all the military Services, and their engineering 
maturity. These issues were correlation and decorrelation, identification taxonomy and 
symbology, identification conflict resolution matrix, and formation tracking assess-
ment. The first three already had agreed-to solutions in the form of proposed changes 
to the Link 16 standards, and two of those three had already been approved as Interface 
Change Proposals (ICPs) to the military standard. These four items were intended to 
serve as the initial demonstration of the SIAP system engineering process.

Given this situation, the key engineering activities during this phase centered on ana-
lyzing the impacts that implementing these solutions would have on each system affected. 
Block 0 activities also included development of an initial baseline architecture.

To accomplish these tasks, the SIAP SETF created several system engineer-
ing teams consisting of core members of the SETF staff as well as representatives 
from each of the military Services and the Ballistic Missile Defense Organization 
(BMDO), now the Missile Defense Agency (MDA). The SIAP System Engineer 
formally signed out requests for information from the SETF to the Services; SIAP 
funded the Services to provide data to and participate in these engineering teams. 
Nevertheless, responses were often late and incomplete. Funding shortfalls and 
restrictions on access to necessary engineering detail hampered the ability of the 
SIAP SETF to accomplish all the tasks set forth at the outset. Despite this, the Task 
Force was able to complete an “as-is”10 architecture for Link 16 that incorporated 
the 12 systems selected for Block 0 implementation. Further, the SETF was able to 
begin the design for a solution to the fourth item.

The individual Services constantly emphasized the need to define the operational 
utility (or benefit) of each of the proposed fixes relative to the resources that would 
have to be expended to implement it. In response, the Task Force had planned to 
institute a structured analysis approach and had developed an Integrated Assessment 
Plan to guide the analysis. However, the proposed activities were again severely cur-
tailed by time and resource constraints. In fact, by the end of 2001, the Integrated 
Assessment Plan existed only in draft form and the assessment conducted for this 
initial phase relied on a combination of previous assessment activities and model-
ing and simulation “check-out” results. Problems with validation and verification 
of the models used to generate such operational results persisted; validation proved 
difficult and approvals were not forthcoming. Despite these acknowledged short-
comings, and with a set of well-documented caveats, the Task Force concluded that 

the three recommended fixes should 
be implemented.

In December 2001, the SIAP 
SETF briefed the JROC on its recom-
mendations, and the JROC approved 
the recommendation to implement 
the three ICPs.

The military Services were respon-
sible for budgeting and implementing 

Tensions surfaced between the SIAP 
System Engineering Task Force with 
its cross-cutting mission and the 
Services that were responsible for 
funding and implementing the Task 
Force’s recommendations.
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the JROC-approved changes and were directed to do so within their existing 
resources. In virtually all cases, the Services had to allocate this funding within 
the mission area; that is, they had to fund air defense fixes with air defense dollars 
rather than allowing diversion of dollars from other accounts or new money. Thus, 
implementing Block 0 could have an impact on other programs that the Service 
might view as more important.

Work continued for several months on refining the report documenting the 
recommendations previously presented to the JROC. However, one of the Services 
notified the SETF that it could not endorse the final draft, citing two areas of dis-
agreement. The first dealt with the models that had been used to generate the ana-
lytic results supporting the recommendations. The concern was that these models 
were not validated and verified, and therefore the results were not definitive. The 
second focused on the SETF’s recommendation to move to a single standard for 
Link 16 that would apply to both the United States and NATO, contending that 
this recommendation was not achievable.

With Block 0, SIAP demonstrated a good-faith effort to develop technical solu-
tions that spanned multi-Service implementations. Technical representatives of the 
various Services were able to work together to develop common solutions. However, 
when it came to implementation, the institutional interests of the individual Services 
dominated. One of the recommendations included in the Decision Support Binder, 
prepared by the SETF, was: “Require that approval of ICPs be accompanied by a 
commitment to implement the approved change, including a commitment to sup-
port funding of the change (SIAP SETF, 2001).” Directed at the Services, it was 
intended to link approval of the change proposal with the resources necessary to 
implement the change. The perceived need to make this recommendation provides 
a glimpse into some of the tensions that surfaced between the SETF, with its cross-
cutting engineering mission, and the reality that implementation of its recommen-
dations was reserved to the Services, each one using its own funds and acting in its 
own interests.

A second area of tension also emerged. The JROC and JFCOM, which served 
as the warfighter representative, pressed the SETF to demonstrate some near-term 
impacts.11 Yet, at the same time, the Services demanded rigor and substantive jus-
tification to support recommendations and they reserved the right not to concur 
on process.

7.3.1.2  Block 1: Taking on Additional Technical Issues 
for Resolution

Notwithstanding the questionable success of Block 0, the next block started in 
January 2002 and was scheduled to conclude in September 2003.

Like Block 0, this block initially sought to remedy previously identified prob-
lems but, unlike Block 0, it did not begin with a preselected set of issues. Instead, 
the approach adopted was to identify a set of draft goals, later termed “themes.” 
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To do this, the SETF established an Issues Development Group, consisting of 
subject matter experts from the military Services and the Missile Defense Agency 
(MDA). Drawing on their experience and engineering judgment, the group identi-
fied a list of four operational benefits (operational themes). Two of them, “Further 
Reduce Dual Tracks” and “Improve Combat Identification,” were selected to lever-
age Block 0 accomplishments and to fix long-standing problems. The third theme, 
“Improve Tactical Ballistic Missile Defense Performance,” was selected to involve 
the MDA more directly in the SETF’s efforts. The fourth theme, “Improve Data 
Sharing,” was selected primarily to set the foundation for subsequent SIAP efforts. 

Eventually, the group identified a total of 13 
technical issues to address.

When the SETF provided the preliminary 
draft goals to JFCOM, the (then) Deputy 
Commander in Chief, JFCOM, endorsed the 
proposed operational focus.12 This endorse-
ment provided an operational context in lieu 
of the traditional statement of requirements.

At the start of Block 1, the SETF devel-
oped draft statements of work for the Block 1 technical issues and forwarded them 
to the Services for comment. These task descriptions included both global and issue-
specific tasks. The statement also included a preliminary list of the systems likely 
to be affected by these issue areas. Once the statements of work were finalized, the 
SETF would deliver them to the Services, accompanied by necessary funding, to 
perform the specified engineering and analysis tasks.13

Block 1 was clearly far more ambitious than Block 0 had been. First, it sought 
to address 13 separate issues, few of which had preexisting, acceptable solutions. 
Contrast this to Block 0, which addressed four issues, three of which already had 
agreed-to solutions. These Block 1 issues also had a significantly broader scope, 
because they included missile defense in addition to the air defense topics that had 
been addressed in Block 0.

Second, the Block 1 issues were in various stages of maturity. Some were still in the 
requirements phase, while others were understood in principle but needed further func-
tional analysis or synthesis. Still others were mature, with the issues well understood.

During calendar year 2002, the SETF placed its primary emphasis on two of the 
four themes: “Further Reduce Dual Tracks” and “Improve Combat Identification.” 
Although limited progress was made on the other two themes, the SETF con-
sidered the efforts in the “Improved Data Sharing” theme effective in laying the 
groundwork for future SIAP block efforts.

Many of the system engineering activities during this phase centered on the 
development of Block 1 architectural products. These products, including func-
tional decomposition, system views, and technical views, were considered critical 
to the ongoing analysis of system implementation and the subsequent determina-
tion of warfighting benefits. The SETF used a variety of means, including digital 

Endorsement of the proposed 
operational focus provided 
an operational context in lieu 
of the traditional statement 
of requirements.
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engineering-level modeling and simulation tools,14 hardware-in-the-loop (HWIL) 
events,15 and live events,16 to analyze Block 1 issues. They conducted root cause 
analysis to isolate performance discrepancies and defined a number of critical 
experiments to help in the development of solutions.

Nevertheless, it proved difficult to actually reach closure on solutions. The SIAP 
SETF tried to use the metrics (called SIAP attributes) that had been defined during 
Block 0 and further extended in Block 1 as an element in formal decision criteria, 
but found it difficult to come to agreement on the tools that would be used to deter-
mine the extent of improvement in actual SIAP performance and, in particular, the 
resultant impact on mission outcome.

Notwithstanding approval of the operational focus, an ongoing challenge that 
the SETF faced was the lack of any formal operational requirements specific to 
SIAP. The operational concept and operational requirements for SIAP were estab-
lished in the Joint Theater Air and Missile Defense (JTAMD) mission area, but 
these were considered too general. More specific and granular requirements were 
needed to conduct the system engineering necessary to define the objective SIAP.

Consequently, the Task Force, working as part of the broader JTAMD process, 
developed an operational framework for SIAP. The SETF conducted a requirements 
analysis, extracting SIAP-relevant requirements from existing documents and map-
ping them to the SIAP activity model. This yielded a consolidated set of “derived 
SIAP operational requirements.” In addition, the Task Force developed a top-level 
SIAP operational concept as well as a set of detailed operational assumptions. These 
operational assumptions were believed necessary to frame what SIAP is and is not, 
and to describe SIAP operations more specifically. However, these products were 
not offered up as “requirements,” largely 
because the SIAP SETF was specifically 
precluded from developing operational 
architectures. In fact, according to its 
charter, “The SIAP SE task force will 
not establish operational requirements, 
but will provide technical expertise to 
aid requirements and concept of opera-
tions development (SIAP SETF, 2000).”

By December 2002, when the SETF provided its interim report on Block 1 
issues to the JROC, it was able to make some firm recommendations backed by 
analysis. Other issues were still being defined and still others were in the process of 
developing potential solutions for test.

In parallel with development of the operational framework for the objective 
SIAP, the engineering activities also entailed development of initial architecture 
products for the core SIAP Block 1 systems. The views depicted the currently 
fielded—the “as-is”—Link 16 architecture incorporating the Block 1 core systems. 
However, funding shortfalls limited the scope of the efforts and the SETF was only 
able to deliver a first installment of the architectural design.

In the absence of formal require-
ments, SIAP developed a set of 
“derived” requirements, an opera-
tional concept and detailed oper-
ational assumptions.
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7.3.2  Strategy Shift: From Developing Solutions to Building 
a Model-Driven Architecture

In January 2003, the program experienced a radical change in direction, as the 
SIAP system engineering effort changed from a block upgrade approach focused on 
fixing problems with implementation of Link 16 to an architecture-based process 
intended to define common tactical Battle Management Command and Control 
(BMC2) functionality.

7.3.2.1  Model-Driven Architecture (MDA)®

While development and analysis of Block 1 issues continued, the emphasis within 
the SETF significantly changed in January 2003. The SETF members had become 
convinced that, no matter how well they developed paper standards and speci-
fications, they could not guarantee consistent implementation. As a result, the 

SIAP SETF initiated an effort to design and 
develop a “computerized” specification that 
would implement the desired SIAP capabili-
ties. While the program did not specifically 
sign up to develop a computer program for 
Service weapon systems, the tools they used 
to develop the specification allowed them to 
do that. Code is a by-product of the model 

and the tools. To a large extent, three factors drove this shift: (1) the need to reduce 
costs, (2) the desire to shorten the time to fielding, and (3) the expectation that 
common and consistent implementation would yield improved operational per-
formance—in effect, pay less and do it faster. To do so, they adopted the Model-
Driven Architecture (MDA)® approach.17

MDA is both a standards framework and an approach to developing application 
software that is independent of the specific technology (hardware or middleware) 
that implements it. The implementation technology is referred to as the “platform”; 
thus, in MDA, the term “platform” refers to the underlying computer technology 
rather than the weapon system in which the SIAP-developed functionality will be 
implemented. By separating the fundamental application logic from its underlying 
platform, the MDA approach promises to enhance software reuse and portability, 
improve cross-platform interoperability, and significantly reduce the time it takes 
to migrate to new platforms as they are implemented. In effect, the MDA seemed 
to offer a new way of writing specifications.

The MDA approach was selected to shift SIAP from a paper specification and 
associated standards to an executable behavioral model. Paper standards are inher-
ently limited in that they have gaps, overlaps, and conflicts. In fact, the larger and 
more complex the standard, the more likely it is that it will have these limitations. 

Shift away from developing 
paper standards and specifi-
cations to developing a “com-
puterized” specification.
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In addition, paper standards provide only a static description, whereas the behav-
ioral model was expected to be unambiguous and dynamic. This approach prom-
ised the following benefits:

Create the ability to express the behavior of the distributed system in an indus- ◾
try-standard language, Executable Unified Modeling Language (UML•).18

Create the ability to enforce the behavioral model and to ensure interoper- ◾
ability of all participating systems.
Allow verification and validation of the integrated architecture. ◾
Change the configuration management artifact from a paper standard and  ◾
associated source code to a behavioral model.
Support the verification and validation of the end product. ◾

7.3.2.2  Integration into Warfighting Platforms

In the business model underpinning both Block 0 and Block 1, each solution 
was developed separately and then the costs estimated separately for every system 
affected. The individual programs then had to fund the design and coding for each 
solution. The estimated costs, summed across each of the programs involved, were 
deemed too high. The new MDA approach replaced the separate implementation 
efforts with a single design and coding activity, funded and performed by a team 
collocated at the SIAP headquarters. However, the costs of integrating the result-
ing code into the weapon systems would still be the responsibility of the individual 
Services and their weapon programs.

For SIAP, this common specification is referred to as the Integrated Architecture 
Behavior Model (IABM) Platform Independent Model (PIM). Thus, the MDA is 
the approach; the IABM is the executable model that specifies the desired func-
tionality; and the PIM is the definitive model of the application that separates that 
functionality from the underlying implementation technology.

The IABM is intended to capture the processing logic and encapsulate SIAP 
requirements and specifications in an executable UML• tool that is used to generate 
a behavioral model. Because it reflects the expected SIAP behavior in a model, the 
IABM is considered both more precise and less subject to varied interpretation by 
prime contractors than the traditional paper specification. In essence, it is expected 
to show industry “what ‘good’ looks like” (SIAP SETF, Undated).

The PIM, as its name implies, is independent of the particular computing envi-
ronment. To integrate the PIM in a specific military platform, it is necessary to 
translate it into a Platform Specific Model (PSM). Only then can the resultant 
model be integrated into the operational platform. After a PIM is developed, it 
is automatically converted, via machine transformation, into one or more PSMs19 
that take into account the implementing hardware and middleware specific to each 
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system. This tailors the PIM to the computing devices, operating systems, middle-
ware, and communication interfaces associated with a particular warfighting sys-
tem. From there, the PSM is compiled into a computer program for implementation 
in the individual systems.

SIAP funded several contractors responsible for engineering the target systems 
to work the translation from the PIM to the PSM and then to integrate the results 
into a warfighting system. The underlying expectation is that, because each of these 
implementations is to be based on the same behavioral model, their individual 
behaviors will be predictable and consistent across all the target platforms.

A key point is worth noting here. If the integration test results identify any 
necessary corrections or changes to functionality, they are to be implemented in 
the PIM itself and not in any of the subsequent instantiations of that functional-
ity. This integration process is performed separately for each of the platforms that 
integrate the common functionality. Figure 7.2 provides an overview of this inte-
gration process.

While the initial focus of the PIM effort was on-track management and combat 
identification, from the beginning the intent was to expand the scope significantly 
to address common applications associated with joint tactical battle management, 
and command and control functionality. In anticipation of this more extensive 
challenge and in parallel with the initial efforts, SIAP established a team to define 
required technical behavior, with an emphasis on the coordinated behavior of the 
“ensemble,”20 that is, the various SIAP platforms working together.

The goal of this effort was, from the outset, envisioned as a federation of peer 
systems that, while they may be deployed on a wide range of heterogeneous plat-
forms, all implement the same processing logic.

Each peer is a platform-specific implementation of the same IABM and, as 
such, could share consistent information such as combat identification. Further, 
each peer can generate an improved and more complete picture of the battlespace 
by using information it receives from the other peers (Krikeles et al., 2004).

Changes and
Upgrades to

PIM

Platform
Independent
Model (PIM)

Integration
Testing

Platform Specific
Implementation

Platform
Specific

Model (PSM)

Figure 7.2 SIap integration process.
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7.3.2.3  Distributed Test Environment: Joint Distributed 
Engineering Plant (JDEP)

Over the past decade, one of the most important lessons learned in analyzing enter-
prise-level systems is that these systems are difficult to represent entirely within a 
single simulation. This occurs partly because of the complexity of such systems and 
partly because it is difficult to gain agreement on how to represent all the elements 
of the enterprise when multiple organizations own the constituent systems.

At the same time as the SIAP program was being established, the DoD insti-
tuted an effort to develop a distributed engineering environment to support system-
of-systems engineering and testing. This initiative, known as the Joint Distributed 
Engineering Plant (JDEP), supports integration and interoperability testing of joint 
systems of systems. JDEP formally began in September 2000 with an initial focus 
on JTAMD, to a large extent because this area had a recognized need (Dahmann 
and Crisp, 2003/2004).21

The JDEP paradigm allowed organizations with authoritative simulations of 
their systems to bring them into the distributed environment so that the system-
of-systems can be represented by a system of simulations. The testing environment 
envisioned both an HWIL environment and a constructive federation environ-
ment. This federation was developed, integrated, and tested over several iterations 
known as JDEP Infrastructure Builds (IBuilds), which occurred simultaneously 
with the development of the IABM. In essence, it can be viewed as a developmental 
test harness that IABM developers can use to test versions of the IABM incremen-
tally as they are developed. Thus, early on, the planned system can be tested against 
a federation of constructive simulations that permits faster-than-real-time analysis. 
As a component evolves, it can be tested against realistic HWIL systems that run in 
real-time to gain a better understanding of how the component will perform when 
working with actual systems.

From the beginning, a close relationship has existed between the JDEP and 
SIAP system engineering effort. In fact, JDEP theory and practice have evolved 
largely through interaction with SIAP. Conversely, the application of a distrib-
uted simulation environment composed of multiple simulations, each of which 
focused on representing a different system that contributes to the SIAP, was 
a compelling argument for SIAP to adopt JDEP as their test and evaluation 
environment.

In 2001, JDEP executed a proof-of-concept event and identified four sites that 
cut across the Services and represented key JTAMD systems. The original plan was 
to link these four sites using the Navy Distributed Engineering Plant battleground 
testing approach,22 drive the test with their scenarios, and analyze the results in 
terms of “capabilities and limitations” by applying Navy metrics and analysis tools. 
Using seed money from JDEP, the SIAP SETF became the “customer” for the 
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event. As a result, the proof-of-concept event was refined to focus on linking these 
sites to address specific SIAP issues.

The SETF and JDEP required considerable time and effort to determine how this 
four-site environment could be used to meet SIAP needs. Assumptions made early 
in the JDEP planning process did not always meet SETF needs. As SIAP developed 
its own metrics and analysis tools, the JDEP team had to adapt its approaches to 
accommodate them. While this initial event did not meet all the needs of the SIAP 
SETF, it was viewed as a valuable learning experience. In particular, it highlighted 
the need for a common bridging infrastructure that could be used to link various 
existing HWIL and simulation environments.23 As such, it contributed directly 
to the development of the JDEP as supporting multiple, concurrent federations of 
HWIL systems and simulations.

Building on the JDEP strategy, process, and framework, the SIAP SETF part-
nered with JDEP to conduct a series of “pilot” federation events. The first24 was held 
in November 2002 at the E-2C System Test and Evaluation Laboratory located at 
the Naval Air Station, Patuxent River, Maryland. Others were held at the Patriot 
test facility in Huntsville, Alabama, and the Lockheed Martin AEGIS test facility 
in New Jersey. Each site was configured to run an HWIL-based event followed by 
a simulation event.25 Then, a “combined” event was held in the summer of 2004 to 
federate these separate sites.

7.3.2.4  Organizational Changes

At the same time as the SIAP effort was evolving toward an MDA approach, the 
organization responsible for the design, development, and implementation of the 
SIAP IABM was also changing. In January 2003, the SIAP System Engineering 
Task Force was transitioned into a Joint SIAP System Engineering Organization 
(JSSEO) with the objectives of simplifying oversight, establishing clear funding 

lines within each Service, and being 
able to dedicate sufficient resources to 
support the initiative.

The JSSEO functioned as a col-
laborative organization in which a 
relatively small core engineering and 
management team was augmented with 
technical expertise from industry and 
the academic community (Dutchysyn, 
2005). The military Services contrib-

uted subject matter experts to participate in the SIAP engineering process. Thus, the 
IABM was developed by a SIAP-led and -funded consortium consisting of opera-
tional and technical subject matter experts as well as developers. Consortium mem-
bers include representatives from industry, academia, Federally Funded Research 
and Development Centers, and the various Services, along with contractors who 

The IABM is being developed by a 
SIAP-led and -funded consortium, 
which includes the contractors 
responsible for building the sys-
tems into which SIAP capabilities 
will be integrated.
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work on the systems targeted to receive SIAP capabilities and the JTAMDO, the 
organization responsible for setting SIAP requirements. Unlike the earlier phases 
of SIAP system engineering, in which representatives from different organizations 
formed a “virtual” team, the members of this consortium were collocated at a cen-
tral development site.

7.4  Building the IaBm
7.4.1  Incremental Configurations
JSSEO members followed an aggressive development approach in which some 
amount of working code was delivered every several weeks as a time-phased “beta” 
delivery,26 referred to as a time box (see Figure 7.3 for an overview). The process, as 
initially implemented, started with a Requirements Definition Document (RDD) 
that defined the requirements and architecture for that time box. Next, modifica-
tions were made to the incremental IABM architecture and documented in UML. 
Model implementers generated the IABM using an executable UML case tool.27 The 
tool supports an Action Semantic Language (ASL), which, when combined with the 
UML Model, is sufficient to generate source code (in this case, C++) automatically.

When the time box implementation was completed, the development team 
assembled a Version Description Document from project and domain notebooks 
that were also generated by the tool. Initially, 4 weeks were allocated for develop-
ment, followed by a 1-week installation and check-out phase and a second week for 
unit testing. From there, the code was placed into configuration management and 
a copy was burned on a compact disc and passed to the target systems and beta sites 
for review and check-out in their own labs. The output constituted a portion of the 
PIM. The time boxes overlapped, with development of the next time box starting 
up as installation and check-out of the previous one got underway.

Requirements
Description
Document

Version
Description
Document

Development
(4 weeks)

Development
(4 weeks)

Install Test

Install Test

Target user’s
integration

site

PIM

Figure 7.3 Initial SIap time box process.
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Feedback from the users, lessons learned during the development of the time 
box, and any deferred functionality from that time box were incorporated into the 
Requirements Description Document for the subsequent time box.

IABM time box testing was conducted at the JSSEO facility in Crystal City, 
Virginia, using IBuild software that had completed development, integration, and 
test at MITRE-McLean. The development team was responsible for producing the 
IABM; from there on, implementation became the responsibility of the individual 
systems affected and their contractors.

Target system developers have established SIAP-funded integration sites where 
they can review and load the code. They have also received training to understand 
the SIAP architecture and artifacts. It should be noted that the product delivered 
at the end of each time block had become increasingly more stable as the develop-
ers gained experience with the tools and processes and as they factored in feedback 
from the developers of the individual systems.

JSSEO and the military Services established a Community Share site where 
each participant can post improvements or changes to the model compiler being 
used to transform the PIM to the PSM. This approach was intended to foster reuse 
in the community so that individual programs that are responsible for generating 
the PSM could leverage the experiences of others.

One of the key difficulties concerns the boundary between the functionality that 
SIAP provides and the functionality that is the responsibility of the weapon system 
program office and its contractor. New starts can integrate the JSSEO-provided 
functionality directly, but for systems that are in development or being upgraded, 
integration requires the removal of existing functionality and its replacement with 
new code based on the IABM. Furthermore, the boundary between such joint func-
tionality and the organic functionality is not obvious, and defining it remains a 
challenge.

Initial IABM releases were intended primarily to familiarize the weapon plat-
form contractors with the IABM tools and processes. As the IABM time box 
releases progressed, they were expected to culminate in a series of spiral releases, 
termed “Configurations.” The development team tested, verified, and validated 
each spiral release before it was provided to the Services for incorporation into their 
particular systems.

The first formal IABM release took place in September 2005 with the release 
of Configuration 05. Time Box 30 was released in March 2006 and IABM 
Configuration 07 was initially scheduled for release in September 2007. Funding 
cuts, however, caused that release to slip into 2008, and it was then being referred 
to as SIAP Capability Drop 1.

7.4.2  Demonstration and Test
As the Services and their contractors gained experience with the IABM releases, 
they first integrated the code in their laboratories and then began conducting 
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demonstration and test events. Several of these, including both multi-Service and 
single-Service events, have taken place since 2006. In December 2006, platform-
specific instantiations of IABM were integrated into representations of Army, 
Navy, and Air Force systems to demonstrate that IABM could operate in a multi-
Service, multi-platform environment. In February 2007, the Navy held an at-sea 
demonstration in which IABM was integrated into the Navy’s Common Network 
Interface. In June 2007, the Marine Corps held a demonstration of IABM inte-
grated into its Tactical Air Operations Module; and in October, the Air Force dem-
onstrated the ability to share the air picture between two Battle Control Systems 
nodes that had integrated IABM code.

SIAP has also held distributed HWIL test events leveraging the JDEP developed 
tools28 (see Section 7.3.2.3). In June 2007, a multi-Service event including the Air 
Force Airborne Warning and Control System, the Navy Airborne Early Warning 
and Command and Control Aircraft (E-2), and the Navy AEGIS weapon was the 
first to test IABM platform-specific implementations in a heterogeneous distributed 
environment.29 Another such event was scheduled to take place in late 2009.

7.4.3  Challenges of Weapon System Integration 
and Synchronization

The scope of the SIAP effort eventually encompassed joint track management, com-
bat identification, and battle management functions to be embedded into targeted 
weapon systems. Initially, the JSSEO identified ten weapon programs across the Air 
Force, Navy, and Army, referred to as “pathfinder” programs, which agreed to accept 
Configuration 05 and became the focus of integration activities. Contractors from 
these programs were involved in developing the behavioral model as well as in review-
ing and providing feedback on the product of each time box. However, considerable 
concern was raised across the community about the viability of Configuration 05 
to satisfy near-term needs. In fact, representatives of several of the military Services 
indicated that they were exploring alternatives to some of the SIAP capabilities so that 
they could field near-term solutions. As the expected date of release for Configuration 
05 drew closer, it became apparent that only one of these pathfinder programs had 
actually allocated funding for the integration of the IABM, and even that was to take 
place in a laboratory environment rather than in a fielded version.

These concerns were not necessarily new, but they reveal an unresolved prob-
lem for SIAP. From the beginning of the 
effort to build an IABM using the MDA 
approach, stakeholders often raised issues 
about the interrelationship between the 
IABM development efforts and their 
impacts on the target programs. For 
example, they expressed concerns about 
the maturity of the MDA development 

SIAP encountered continu-
ing stakeholder concerns about 
IABM process, products, and 
impact on performance of the 
receiving weapon systems 
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process, the scope of the IABM relative to that of the weapon systems in which 
they were to be fielded, and the extent to which that software would impact the 
performance of the receiving systems. Thus, while JSSEO may have succeeded in 
forging a technical consortium of developers, this did not necessarily translated 
into a service commitment to implement the results.

7.5  Formalizing the SIap
Program Management Reviews held in the spring and summer of 2005 highlighted 
the lack of agreement among the stakeholders about the fundamental capabilities 
to be developed and the top-level architecture that would drive their development. 
Consequently, a Joint Architecture Working Group, composed of representatives 
from the Services, the Missile Defense Agency, and the JSSEO, was established to 
develop an agreed-to, top-level architecture, focusing specifically on a joint track 
management capability. This was intended to introduce more top-down structure 
into the design and development process. Once the stakeholders agreed to this 
architecture, the next step was to assess the current IABM against it, identifying 
design gaps and evaluating potential alternatives.

In parallel, the Office of the Secretary of Defense (OSD) initiated an effort to 
develop a long-term management plan. The intent was to establish management 
structures and approaches that would more readily lead to Service buy-in. It was felt 
that such management approaches were necessary to align expectations, synchro-
nize program activities, and enable system engineering across program and service 
boundaries. They were also needed to allocate resources and coordinate the fielding 
of the various receiving systems.

In March 2005, SIAP was designated a Special Interest Program; and in March 
2006, the JSSEO went before the Defense Acquisition Board, which formally 
approved continuation of the SIAP program.

During the second quarter of FY 07, the JSSEO formally transitioned to a Joint 
Program Office under a designated SIAP Joint Program Executive Officer. This 
second organizational restructuring was intended to formalize the production of 
necessary acquisition documentation as part of an effort to provide more system 
engineering rigor into the development of the SIAP capability, to establish funding 
responsibilities for development and validation of the SIAP joint product, and to 
support system engineering, risk reduction, and integration of these products into 
service weapon systems. 

While discussions continued with the Services about the specific requirements that 
Capability Drop 130 would include, SIAP efforts focused on developing and deliver-
ing this release later in 2008. Of the ten pathfinder programs, few had the necessary 
funding to be able to integrate the platform-independent modules into their plat-
forms; therefore, the SIAP integration efforts centered on the funded pathfinders.31
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7.6  Summary
The SIAP approach to system engineering is clearly not the traditional top-down 
process in which requirements drive specifications and specifications drive develop-
ment. In SIAP, the requirements were collected at the same time that efforts began 
to develop capabilities. Recent management direction is to have the SIAP efforts 
conform more closely to traditional systems engineering and acquisition practice. 
However, SIAP itself constitutes essentially a horizontal development and integration 
process, while traditional systems engineering and acquisition processes are vertical 
and, to a large extent, stove-piped, in that they focus on each system separately.

SIAP has put some fundamental elements in place, including the consor-
tium to develop the IABM and an established process that incrementally devel-
ops the IABM in 12-week time boxes. This process is documented in an internal 
“Deskbook.” Target system developers routinely provide feedback to the developers 
of the IABM. Moreover, early engineering demonstrations and distributed simula-
tions have shown that IABM can, in fact, be integrated with weapon platforms.

While considerable progress has been 
made, risks and unknowns remain, and 
SIAP continues to reexamine fundamen-
tal processes and driving assumptions. 
Several significant problems continue to 
plague the SIAP effort. The integration 
of the SIAP functionality into multiple 
target systems is a daunting task, and viable methods have yet to be worked out. 
Service commitments to implementing SIAP have been generally weak from the 
outset. While stakeholders have concurred with the fundamental premise of SIAP, 
they have resisted implementing first the Block recommendations and later the 
IABM. In some cases, they have questioned the process and the documentation. In 
other cases, they have failed to commit the level of resources necessary to execute.

Finally, the use of MDA as a development approach is still under scrutiny. The 
MDA process itself is still maturing and its expected benefits have yet to be real-
ized; as noted, only one program funded the integration of Configuration 05 in a 
laboratory environment, and only a limited number of pathfinder programs have 
the necessary funding to integrate Capability Drop 1 into their platforms.

The MDA approach represents a significant departure from the initial SIAP 
program, and it remains to be seen whether it can accomplish its objectives. If the 
SIAP system engineering effort can, in fact, lead to a shared air picture and do so 
with enough community-wide buy-in that the individual program managers com-
mit to implementing the common computerized specification, then this effort will 
have revolutionized the implementation of software distributed across many plat-
forms. Moreover, if SIAP can generate an acquisition approach that accommodates 
both joint and system-specific functions, processes, and schedules, then it will have 
made a significant contribution to the development of systems of systems.

Postcript: The SIAP program was 
officially terminated at the end 
of FY2009 
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This case study demonstrates that while the technical issues are challenging to 
solve, in many cases, political, organizational “turf,” and economic issues are even 
more difficult than solving the hard technical problems. In fact, we have observed 
that it is not unusual for “soft” issues to be disguised as hard technical issues.

7.7  SIap mapping to the Systems engineering profiler
Figure 7.4 shows the Systems Engineering Profiler introduced in Chapter 5 applied 
to the SIAP effort, with results plotted in the form of a spider chart. The polar chart 
format allows the reader to highlight those aspects of the SIAP effort that are more 
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Figure 7.4 SIap profile. (From Stevens, r., 2008. Profiling Complex Systems, 
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akin to traditional systems engineering as well as those that may be less amenable 
to such processes and techniques.

From the perspective of its system context and strategic context—the upper hemi-
sphere—SIAP appears to be in line with traditional, well-bounded development 
efforts. In terms of desired outcome, the program does not intend to develop new func-
tionality; track management, for example, already exists today in different weapon 
systems. Rather, SIAP is designed to fix some well-recognized and long-standing 
problems by providing a common, computerized specification. The program’s fun-
damental goal is to develop a highly predictable capability that is consistently imple-
mented. Its underlying architecture and fundamental approach are intended to allow 
the application logic to persist even when the implementation environment changes. 
From a technical perspective, SIAP seeks to drive out the complexity and unpredict-
ability and move yet closer to the linear system end of the continuum.

From a system behavior perspective, SIAP focuses on discrete functionality that 
lends itself to modeling and simulation. In fact, the program has emphasized a dis-
tributed simulation approach to verification and validation. Admittedly, however, 
what remains to be determined with the necessary degree of confidence is the impact 
of the IABM-based software on the performance of the target weapon system.

From a mission environment perspective, the transformation from independent, 
geographically based air and missile defense operations to a theater-wide, inte-
grated capability has been agreed to for over a decade now. So has the need for an 
integrated capability that provides operators with a consistent and complete set of 
information about airborne entities of interest throughout the engagement zone. 
While specifics of air and missile engagements will necessarily vary with the par-
ticular military operation, these basic operational drivers are not likely to change 
substantially in the foreseeable future.

It terms of its scope, SIAP can be considered to operate in a single enterprise: that 
of theater air and missile air and missile defense. However, the underlying motiva-
tor for SIAP was the discrepancies among systems developed and operated by dif-
ferent Services, which resulted in a confused air picture and, at worst, could lead to 
incidents of “fratricide.” To the extent that the Services continue to view themselves 
as separate enterprises (a situation unlikely to change soon), one can make the case 
that SIAP is at the border between a single enterprise and an extended enterprise.

But when viewed from the perspective of its stakeholders and the acquisition 
context—the bottom hemisphere of the Systems Engineering Profiler—SIAP is 
more akin to the mega-systems discussed previously.

From the perspective of scale, while there may be as many different types of 
users as there are specific systems that participate in this enterprise, the functions 
supported by SIAP are essentially the same, independent of platform.

From the acquisition perspective, successful execution of the SIAP capability 
clearly depends on its integration into multiple systems, each of them separately 
managed, funded, engineered, and acquired. While SIAP has identified the affected 
weapon systems and designated “pathfinder” programs in each of the Services, 
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actual integration has yet to occur. A long time may elapse before it is possible to 
determine the impact of these separate integration efforts on the ability to generate 
the needed single integrated air picture.

The acquisition context is clearly linked to the stakeholder context. Because 
of the particular nature of this program, there are several critical stakeholders 
over which the SIAP program has had little direct control, although they do have 
the ability to influence. SIAP has established a technical consortium that, by all 
accounts, is effective in developing the IABM and has funded participation by 
these stakeholders. Yet tensions remain. While the most recent changes in the SIAP 
management structure will formalize relationships among the stakeholders, the 
extent to which the SIAP program will succeed in forging the collaborative acquisi-
tion environment critical for implementing the SIAP vision remains unknown.

7.8  Insights for engineering mega-Systems
Requirements. ◾  It is difficult to define the requirements right the first time—or 
even perhaps the second or third time. Even when requirements are consid-
ered “right,” they will change as new concepts of operations evolve.
Specifications. ◾  Current paper standards and specifications do not guarantee 
common implementations. The more complex the standard or specification, 
the greater the likelihood of variances in interpretation and implementation.
Analysis of systems of systems. ◾  Federations of simulations offer an attractive 
approach to analysis of systems of systems because of their ability to explore 
interactions among authoritative simulations of systems already developed by 
different organizations.
System engineering process. ◾  A robust and adaptive system engineering pro-
cess is needed to ensure that what is developed responds to the expec-
tations of the users, even as those expectations evolve over time. The 
architecture and development path should be designed to accommodate 
evolution of functionality.
Stakeholder concurrence. ◾  The greater the diversity of programs involved, the 
greater the need—to achieve stakeholder concurrence and architecture con-
vergence—and the greater the difficulty of achieving it. If those who will 
be responsible for implementation are involved in development, they will be 
more likely to commit to using the system. However, technical consensus is 
necessary but not sufficient. There must also be buy-in from the receiving 
programs and their proponents and users.
Balance between top-down and bottom-up.  ◾ Systems engineers must balance 
the extent to which they guide and enforce from a top-down perspective and 
how much they encourage ideas to “bubble up” from the bottom.
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Strategy and implementation. ◾  Not only must formal implementation follow 
strategy, but strategy must also be informed by early implementation.

endnotes
 1. The information for this case was based on program documentation and interviews 

with the following people, who were generous with their knowledge and insights: 
Dr. Michael Bienvenu, Randy Burnham, Sandra Cole, Ellen Conway, Kimberly Crider, 
Dr. Judith Dahmann, C. Zachary Furness, John Nordmann, Thomas Nyman, and Karen 
Rigopoulos.

 2. In particular, Network Participation Group #7 (the Joint Surveillance Picture).
 3. The international standard for Link-16 is NATO STANAG 5516. The U.S. near-

equivalent is MIL-STD 6016B. The United States is a signatory to the STANAG, 
which carries the force of a treaty. The two reference standards are not completely 
identical. The MIL-STD contains a number of U.S.-only standards. In addition, the 
MIL-STD is constantly being amended and refined. The STANAG follows after the 
United States has adopted modifications.

4  The term “joint” connotes activities, operations, organizations, etc. in which elements 
of two or more Military Departments participate. http://www.dtic.mil/doctrine/jel/
doddict/data/j/02803.html.

 5. A commander of one of the unified or specified combatant commands established by 
the President. http://www.dtic.mil/doctrine/jel/doddict/data/c/01044.html.

 6. The Joint Data Network (JDN) is the collection of near-real-time communications 
and information systems used primarily at the coordination and execution levels. 
The backbone of the JDN is Link 16 (a message standard) transmitted via Joint 
Tactical Information Distribution System (JTIDS) and Multi-function Information 
Distribution System (MIDS) terminals.

 7. SIAP uses the term “system engineering.” As such, this term is used in this book when 
referring to SIAP engineering efforts. In other portions of the book, the term “systems 
engineering” is used.

 8. The JROC, as it is known, is an advisory council to the Chairman of the Joint Chiefs of 
Staff established to identify and assess the priority of joint military capabilities. It consists 
of the Vice Chairman of the Joint Chiefs of Staff, who serves as the chairman; the Vice 
Chiefs of Staff of the Army, Navy, and Air Force; and the Assistant Commandant of the 
Marine Corps. The JROC is responsible for reviewing, approving, and providing guid-
ance on all requirements matters that have a joint flavor and exceed a certain funding 
level. This includes setting budgeting priorities and amounts for operational capabilities.

 9. The C4ISR Department of Defense Architecture Framework provided initial guidance on 
architecture products. It identifies three sets of products that correspond to operational, 
system, and technical views. This document was superseded by the DoD Architectural 
Framework, which applies to all DoD systems, not just command, control, commu-
nication, intelligence, surveillance, and reconnaissance systems. The current version of 
the DoD Architectural Framework is Version 2.0, dated May 2009.
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 10. “As-is” architectures document existing components, processes, and the interactions 
among them.

 11. For example, at a meeting of the SIAP Oversight Council held in early spring 2001, 
the principals indicated a desire to be able to demonstrate some “near-term” impacts 
for the JROC prior to the scheduled 1 December recommendations briefing. They 
urged the SIAP System Engineer to look for additional opportunities to make early 
inroads into current problems.

 12. In addition, the JFCOM memo identified several other areas of concern and asked the 
Task Force to provide a technical assessment with recommendations within 90 days. 
The issues identified included a method to provide feedback to the combatant com-
manders about numerous Link “link 16” deficiencies identified during operations so 
that the commanders can ensure that “bugs” are being fixed. The JFCOM also sug-
gested an integrated database describing data link function implementation, and certi-
fication across all members of the TAMD family of systems was also noted. Finally, the 
JFCOM expressed concern that it takes too long to fix problems. They asked that 
the SIAP SETF include in its Block 1 recommendations, options for timely implemen-
tation of any proposed improvements.

 13. Examples of types of tasks include validating and populating track accuracy databases, 
conducting functional decomposition, developing behavior models, and assisting in 
planning and executing throughput analysis, among others.

 14. Modeling and simulation tools used for analysis were the Air Defense Simulation 
(ADSIM), Ballistic Missile Defense (BMD) Benchmark, Missile Defense Wargame 
Analysis Resource (MDWAR), Track Accuracy Parametric Model, and the Opera-
tional Data Driven Simulation for Correlation Algorithm Performance Evaluation 
(ODDSCAPE).

 15. The SIAP SETF conducted Block 1 HWIL analysis in the Joint Distributed Engineering 
Plant (JDEP) in a limited scenario as a proof of process.

 16. Empirical analyses were conducted on data collected from the All-Service Combat 
Identification Evaluation (ASCIET) 00, Joint Combat Identification Evaluation Test 
(JCIET) 02—new name for ASCIET, and Roving Sands 01 live events.

 17. MDA is a specification of the Open Management Group (OMG), an open-
 membership, not-for-profit consortium that produces and maintains specifications for 
inter operable enterprise applications.

 18. In the field of software engineering, the Unified Modeling Language is a standard-
ized specification language for object modeling. UML is a general-purpose modeling 
language that includes graphical notation used to create an abstract model of a system, 
referred to as a UML model.

 19. Just as the PIM is a model, the means by which the PIM is transformed into the PSM 
is also a model.

 20. Examples of ensemble behavior include error handling and data consistency.
 21. In the near term, the JDEP was to identify and fault isolate interoperability problems of 

fielded or soon-to-be-fielded JTAMD systems, isolate faults, and test fixes to these systems. 
 22. The Navy Distributed Engineering Plant (DEP) used data networks to connect various 

Navy designs, testing, and training facilities to create a distributed engineering envi-
ronment that enabled actual hardware and software to be integrated at the laboratory 
level. The Navy DEP was used to isolate faults and verify resolution of interoperability 
Battle Group interoperability problems.
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 23. The JDEP technical framework allows a set of distributed components, based on a set 
of basic industry standards, to be configured into federations and tailored to the needs 
of the particular user.

 24. The first event was a pilot both for the common SIAP tools and the JDEP framework. 
In the event, set in a hardware-in-the-loop environment, the actual mission computer 
was driven by a set of inputs simulating radar, sensor, and tactical data messages.

 25. This is intended to validate that the simulation environment has the requisite fidelity.
 26. Time boxes are now delivered approximately every 12 weeks.
 27. The tool supports an Action Semantic Language (ASL), which, when combined with 

the UML model, is sufficient to generate source code (in this case, C++) automatically. 
In late 2007, SIAP migrated from the Kennedy Carter tool to Rhapsody, citing perfor-
mance, maintainability, and productivity as the reasons for doing so.

 28. Some JDEP tools and infrastructure are now being managed by the Joint Mission 
Environment Test Capability program, a follow-on program to JDEP.

 29. Participants in this distributed test event were in different locations, including Fort 
Huachuca, Arizona; Pax River, Maryland; Dahlgren, Virginia; Dam Neck, Virginia; 
and Camp Pendleton, California.

 30. Capability Drop 1 is to provide joint track management capability. Battle management 
capability is to be provided in a subsequent release.

 31. Postscript: The SIAP program was officially terminated at the end of Fiscal Year 2009.
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8Chapter 

Developing the electronic 
product Code network

In June 2003, Wal-Mart Stores Inc. 
announced that it expected its top 100 
suppliers to deploy new radio frequency 
identification (RFID) tags by January 
2005. These tags, intended to replace 
optically scanned bar codes, would 
be used to track pallets and cases of 
goods in Wal-Mart’s supply chain and 
thereby further improve inventory vis-
ibility. Improved visibility, in turn, 
was expected to yield greater supply 
chain efficiencies—smaller invento-
ries, fewer out-of-stock items, and less 
waste and loss—and thus reduced 
costs and increased profits.

While the initial technologies have 
been developed and implementations have begun, it remains to be seen whether 
the technologies and the community approach to developing them achieve the 
expected magnitude of change across the global supply chain.

The particular RFID system called for by Wal-Mart was developed by the 
Auto-ID Center, a Massachusetts Institute of Technology (MIT)-led, industry-
funded, global consortium of universities established to conduct RFID research. 
Over a period of 4 years, this academic research project developed and specified 

This case study focuses on the 
development of the EPC network 
as a collaborative effort between 
a number of universities and their 
industry sponsors. It highlights 
the path from a top-level vision to 
demonstrations of technology and 
development of business cases. It 
also illustrates the consequences of 
underestimating critical stakeholder 
concerns, in this case concerns by a 
small but quite vocal group about 
privacy issues.
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the technologies and demonstrated them in a series of large-scale field trials. In 
early November 2003, the effort transitioned from a university-led research activity 
to an industry-funded effort to develop stable standards and drive toward global, 
multi-industry adoption of these technologies. At the same time, the various 
Auto-ID Centers were renamed Auto-ID Labs.

This case study focuses on the development of the Electronic Product Code 
(EPC) Network, an open, global system to track individual items using low-cost 
RFID tags. Not only is this technology potentially transformational for the supply 
chain, but the organizational construct is itself also revolutionary. As stated in one 
volume of the Auto-ID Center’s Technology Guide (Auto-ID Center, 2002), “the 
Auto-ID Center may be the first time in history that companies from different 
industries and different regions of the world have come together to develop technol-
ogy they feel would benefit their businesses—and their competitors’ business.”

8.1  Background
“Automatic identification” is the umbrella term given to technologies used to help 
machines identify objects. It encompasses a wide range of technologies, including bar 
codes, smart cards, voice recognition, optical character recognition, and RFID tags.

Perhaps the most common of these technologies is the bar code. While the ini-
tial research began in the late 1940s and the first patent was granted in 1952, it was 
not until 1969 that the first two systems were installed: one in a General Motors 
plant to monitor axle production and the other in a distribution facility in New 
Jersey to direct shipments to the correct loading bays. Around the same time, two 
branches of the food distribution industry—suppliers and grocers—held a series of 
meetings that culminated in a decision to seek a standard “inter-industry” code. In 
1974, after a 4-year effort, the Universal Product Code was adopted as a standard 
(GS1 US, 2006).

While bar codes are clearly not going away, they have some well-recognized lim-
itations (Lulay, 2003). Specifically, they require line of sight for scanning, and each 
bar code must be read individually. Additionally, the label itself has constraints: It 
can store only a very limited amount of information and it lacks a read/write capa-
bility. Finally, because the label cannot be read automatically, but requires a person 
to scan it, the process is subject to human error.

As the 25th anniversary of the bar code approached, the two organizations 
responsible for administering the bar code standards—the Uniform Code Council 
(UCC) in the United States and the European Article Numbering Association 
(EAN)1—were looking for next-generation identification technologies. In 1998, 
they established a project team to explore RFID technologies,2 document business 
cases, define technical requirements, and map these requirements to the poten-
tial technologies. A White Paper published in November 1999 (EAN UCC, 1999) 
concluded that while RFID technologies presented opportunities for application 
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to supply chain management, the lack of open standards posed a critical barrier. 
RFID technologies, such as those used in the Exxon Mobil Speedpass®, were notori-
ously proprietary. Furthermore, cost, while not a significant factor for then-existing 
applications, would be a critical factor if RFID tags were to be used as ubiquitously 
as bar codes.

At the same time that the UCC and EAN were beginning to explore RFID tags 
to complement existing bar codes, two other factors were converging: a business 
need and a technology concept. The business need came from the supply chain 
of the consumer products industry. Two major producers of consumer package 
goods, Proctor & Gamble and Gillette, were experiencing problems that were cost-
ing them significant revenue.

For Proctor & Gamble, the key issue was to optimize product availability by 
reducing “out-of-stock” levels, which represented $3 billion a year in lost revenues 
for the corporation (Kirsner, 2002). A 2003 report estimated that worldwide, retail-
ers could be losing up to 4% of sales due to out-of-stock merchandise. The causes 
span the entire supply chain. Products were ordered but did not get to the store. 
If ordered and received, they did not reach the shelf. At the shelf, they were stolen 
or not replenished rapidly enough. Ironically, at the time, 33% of the out-of-stock 
items were actually available at the retailer’s distribution center (or warehouse) 
(Lulay, 2003).

For Gillette, the issue was to minimize inventory losses—shrinkage3—partic-
ularly associated with Mach 3 razor blades. Because they are small, in demand, 
and of high value, these blades (along with batteries, compact discs, and digital 
video disks) are among the items most often stolen. Gillette estimated that Mach 3 
razors have a 5% shrinkage rate, amounting to $180 million per year in lost revenue 
(Lulay, 2003). Thus, both Proctor & Gamble and Gillette were looking at innova-
tive solutions that could help them track items in the supply chain.

The second factor was a technology concept that emerged from the intersection 
of two technology trends. The first trend was the explosive growth of the Internet 
and, with it, of networking and embedded control. In the mid-to-late 1990s, enter-
prising engineers were networking all manner of household devices, including cof-
fee pots and microwave ovens. The second trend was the emergence of new tagging 
and sensing technologies; for example, Exxon Mobil’s Speedpass system was intro-
duced in 1997.

In 1998, two researchers at MIT, Dr. David Brock and Professor Sanjay Sarma, 
and their colleagues were dealing with the challenge of getting a robot to “see” and 
identify objects around it—a complex task requiring the robot, in effect, to mimic 
human sight. Brock reversed the problem and proposed that instead of focusing 
on improving the robot’s ability to sense its environment, research should center 
on enabling the objects in the environment to identify themselves to the robot. 
Each object would have a unique identifier that would not only identify it, but also 
describe its characteristics so that the robot would “know” how to interact with it. 
The researchers at MIT began exploring the potential of low-cost RFID tags for 
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this application because, unlike traditional tagging technologies such as the bar 
code, RFID tags did not require line of sight but could be read as long as they were 
within the range of the reader. Also unlike bar codes, RFID tags made it possible 
to identify individual objects, not just classes of objects.

That idea triggered the develop-
ment of a system-level approach to 
automatic identification centered on 
networking individual items, each 
equipped with a low-cost RFID 
tag that would contain a unique 
identifier. For these tags to be used 
at the individual item level, they 
would have to cost on the order of 
pennies. However, such a tag could 
have only limited on-board func-

tionality if it were to remain so inexpensive. The MIT researchers proposed moving 
functionality from the chip to the network, leveraging and building on accepted 
Internet standards, and, following the Internet model, ensuring that these stan-
dards were open and non-proprietary.

8.2  the auto-ID Center
The convergence of these three separate interests led to the establishment of the 
Auto-ID Center at MIT on 1 October 1999. The Auto-ID Center, located in the 
Department of Mechanical Engineering, had the mission to develop and promote 
open Auto-ID standards. Initial funding came from MIT, Proctor & Gamble, 
Gillette, and the UCC, along with the EAN, its international counterpart. Kevin 
Ashton took a leave of absence from his position as a product manager at Proctor 
& Gamble and came to MIT to serve as the Executive Director of the Center—
probably the first time that someone outside of academia has held such a position. 
Professor Sunny Siu of MIT became the first 
Research Director and Alan Haberman of the 
UCC became the Chairman of the Board of 
Overseers.

The Auto-ID Center quickly grew into a 
global consortium of industry and academia 
headquartered at MIT. It included

Research institutions at universities around the world ◾
An Auto-ID Board of Overseers composed of the end-user sponsors and stan- ◾
dards bodies
An Auto-ID Technology Board composed of vendor sponsors ◾

MIT researchers proposed moving 
functionality from the chip to the 
network; leveraging and building on 
accepted Internet standards; and, fol-
lowing the Internet model, ensuring 
that these standards were open and 
non-proprietary.

RFID was the product of a 
global consortium of indus-
try and academia.
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Fees from end-user and vendor sponsors funded the research. Standards bodies 
paid no fees.

While MIT remained one of the key research institutions and continued to serve 
as the headquarters for the consortium, other university-based Auto-ID Centers were 
added. In 2000, Cambridge University in the United Kingdom joined. Subsequently, 
Auto-ID Centers were established at Adelaide University in Australia; the M-Lab at St. 
Gallen, ETH Zurich, in Switzerland; Keio University in Japan; and Fudan University 
in the People’s Republic of China. Different centers concentrated on particular 
research problems, with MIT focusing on the infrastructure, initial applications, and 
initial business cases, and Cambridge, for example, focusing on manufacturing and 
systems control applications as well as issues related to the extended infrastructure.

Industry sponsors represented the potential end users of this system and encom-
passed a wide variety of Fortune 500 product manufacturing and retail organizations, 
along with government organizations. Starting with just three sponsors and focus-
ing exclusively on the consumer products industry, the list of industry sponsors (see 
Table 8.1) grew rapidly and expanded to encompass major retailers and representatives 
of other industries, such as pharmaceuticals and paper manufacturing. It is worth-
while noting here that the Auto-ID Board of Overseers represents an obvious case of 
“unlikely partners.” Many of these sponsors are direct competitors, yet they were will-
ing to collaboratively sponsor and fund an effort that would not give them an indi-
vidual competitive edge. They believed that achieving the vision of RFID across the 
global supply chain required a set of open standards that would be available to all.

Vendors of RFID-related products and services also joined as sponsors and were 
represented on the Auto-ID Technology Board (see Table 8.2). These included not 
only well-established technology companies, but also start-ups seeking business 
opportunities in what they saw as a growing and lucrative new business market.

8.3  the Vision: an Internet of things
The vision of the Auto-ID Center was audacious: no less than to revolutionize how 
products are made, bought, and sold by merging the world of atoms (things and 
people) and the world of bits (information). Moreover, the designers wanted to do it 
globally. In their vision, physical objects 
would communicate with one another 
in real-time, and trading partners would 
know exactly where their products were 
at every point in the supply chain. This 
knowledge, in turn, would allow funda-
mental changes in how the supply chain 
operates, promising increased efficien-
cies not only to business, but also to 
consumers.

“We’re looking at a world in 
which computers will know about 
things without having to be told 
by human beings.”

—Kevin Ashton
Auto-ID Center Executive Director
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Early on, the MIT researchers imagined a future world in which a unique iden-
tifier would accompany each product from its manufacture to the point of sale and 
finally to its disposal. Tags placed on individual items, cases, and pallets would be 
scanned automatically by automated readers located throughout the supply chain, 
thus allowing these items to be identified, counted, and tracked without human 
intervention. Once the items reached the store, readers integrated into shelves 
would report stock levels and facilitate automated replenishment, and other readers 
mounted at store doors would automatically identify all items in a shopping basket, 
thereby enabling customers to bypass the cashier. For the home, the researchers envi-
sioned systems such as smart refrigerators that would be able to track their contents, 
alerting the homeowner when items were consumed or when they were approach-
ing their expiration date. At recycling centers, the tags would allow the items to be 
automatically sorted and possibly rerouted to their manufacturer for reuse.

table 8.1 auto-ID Center Industry Sponsors

Abbott Laboratories International Paper Sara Lee Corporation

Ahold IS Johnson & Johnson Smurfit-Stone 
Container Corp.

Best Buy Corporation Kellogg’s Corporation Target Corporation

Canon, Inc. Kimberley Clark Corp. Tesco Stores Ltd.

Carrefour Kraft Foods Inc. Toppan Printing

Chep International Lowe’s Companies, Inc. Uniform Code Council

Coca-Cola Mead Westvaco Unilever

CVS METRO AG United Parcel Service

Dai Nippon Printing 
Co., Ltd.

Mitsui & Co., Ltd. Unites States Postal 
Service

Department of Defense Nestle Visy Industries

EAN International Pepsi Wal-Mart Stores, Inc.

Eastman Kodak Pfizer Wegman Food 
Markets, Inc.

Gillette Company Philip Morris International 
(Philip Morris USA)

MeadWestvaco

Home Depot Proctor & Gamble Co. Yuen Foong Yu Paper 
Mfg.
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A Gartner Strategic Analysis Report (Magrassi and Berg, 2002) outlined the 
possible benefits of such intelligent products:

Automated proof of delivery ◾
Self-managed products for transportation (i.e., smart packages that “know”  ◾
where to go)
Self-picking products that “know” their own due dates ◾
Automated “on-shelf” availability ◾
“Use by” information, end-of-life management, and recycling ◾

table 8.2 auto-ID technology Board

Accenture Information Resources, 
Inc.

RF Saw Components

ACNielsen Intel SAMSYS

Alien Technology Intermec SAP

Avery Dennison Invensys PLC Savi Technology

AWD Ishida Co., Ltd. Sensitech

British 
Telecommunications (BT)

KSW Microtec AG Sensormatic Electronics 
Corp.

Cash’s Manhattan Associates Siemens Dematic Corp.

Catalina Marketing Corp. Markem Corp. STMicroelectronics

Checkpoint Systems, Inc. Matrics Sun Microsystems

ConnecTerra, Inc. Morningside 
Technologies

TAGSYS

Flexchip AG NCR Corporation ThingMagic

Flint Ink Nihon Unisys Ltd. Toppan Forms

GEA Consulting Nippon Telegraph and 
Telephone Corporation

Toray International, Inc.

GlobeRanger NTT Comware Vizional Technologies

IBM Business Consulting 
Services

OATSystems Zebra Technologies 
Corporation

IDTechEx Philips Semiconductors

Impinj, Inc. Rafsec
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To become reality, this vision had to be predicated on an Internet and World Wide 
Web-like approach in which a limited set of well-defined and commonly accepted 
standards fuel information sharing by strategic business partners on a global level.

8.4  Concept and technologies
The MIT concept revolved around the ability to identify all discrete items—every 
can of soda and every roll of paper towels—and consisted of elements centered on 
the development of very low-cost RFID chips. It included

A numbering scheme capable of identifying all global items uniquely ◾
A pointer to data about the item on a network ◾
A strategy for leveraging the network to carry and store vast amounts of data ◾
The “bet” that the resulting smaller chips could be manufactured at substan- ◾
tially lower costs4

The concept comprised a data capture portion and an intelligent infrastruc-
ture. The data capture portion encompassed the numbering scheme, referred to 
as the Electronic Product Code (EPC), low-cost tags, and low-cost, networked 
readers. The intelligent infrastructure included software to manage and filter the 
data captured from tags (initially called Savant and subsequently referred to as 
the Application-Level Events software standard), the EPC Information Service, the 
Object Name Service, and the Physical Markup Language. Figure 8.1 provides an 
overview of the architecture components and their relationships.

Identify location of server
hosting informationObject Name ServiceEnterprise

Applications

Internal Databases

Intelligent Infrastructure

Data Capture
Reader

Tag Tag Tag

EPC Information Service

Application Level Events
(ALE)

Gateway between
information requestor and
the database

Manage events;
report and filter data

Extract unique
identifier from tag

Figure 8.1 epC network architecture.
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8.4.1  Data Capture Portion
The EPC is a universal standard numbering scheme, the equivalent of a license 
plate for each item (see Figure 8.2). Like the bar code, the EPC is divided into 
numbers that identify the manufacturer and the product. However, the EPC adds 
an extra set of numbers that is akin to a serial number and is used to identify unique 
items (such as the individual cans of soda mentioned earlier). In addition to being 
a unique identifier, the EPC serves as an addressing scheme for product data loca-
tions, similar to the use of Internet Protocol (IP) addresses.

The EPC header distinguishes between types and versions of the EPC. The 
initial specification developed by the Auto-ID Center called for an interim 64-bit 
code as well as a 96-bit code. The smaller interim code was designed to provide 
enough unique identifiers for early applications and to help keep down the cost 
of the RFID microchips. In 2003, the Auto-ID Center proposed a 256-bit format 
designed to be used as a universal identification scheme rather than being limited 
to use in identifying physical items.

The code is carried on the RFID tag, which consists of a microchip attached 
to an antenna. To drive down the cost of the tag to a target value of 5 cents (see 
Section 8.3), the Auto-ID Center focused on passive tags. Unlike active tags, which 
have a battery, passive tags draw power from the reader, thus making them cheaper 
to produce and requiring no maintenance. The drawback is that passive tags have 
a shorter read range—less than 10 feet, versus the 100 feet or more of active tags. 
Technology sponsors emphasized research to devise ways to manufacture smaller, 
lower-cost chips and innovative antennas.

In the EPC scheme, low-cost readers send out electromagnetic waves that power 
the RFID tag, enabling it to transmit the information on the chip back to the 
reader. The Auto-ID Center focused on creating a network of readers and devel-
oped the design for an agile reader (one able to work at different frequencies) that 
can read tags from a distance of around 4 feet.

Header Manager Number Object Class Serial Number

Uniquely Identifies an Object

Identifies
EPC
Format

Unique number
assigned to each
manufacturer

Unique number
assigned by the
manufacturer to
each product class

Unique number
assigned by the
manufacturer to each
individual product

Figure 8.2 Structure of the electronic product Code (epC).
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8.4.2  Intelligent Infrastructure
The second portion of the network architecture is the intelligent infrastructure that 
leverages and builds on the Internet architecture. This network provides a standard-
ized way of exchanging EPC data, both within a company and between strategic 
partners in the supply chain. The Application-Level Events software is a technology 
designed to manage and filter the flow of potentially vast quantities of data and 
thus avoid overloading the network. The filters are organized hierarchically. Those 
associated with readers are responsible for filtering and logging in data, adjusting 
for incorrect or missed readings. At higher levels, filters compare readings from 
separate readers and adjust for duplicates. At each level, the filters interact with one 
another, passing along information: For example, a filter at a distribution center 
could inform a store filter that a shipment has been dispatched.

The EPC Information Service (EPCIS) serves as a gateway between requestors 
of information and both internal and external databases. EPCIS is a specification 
for a standard interface that allows trading partners to share and exchange infor-
mation independent of the specific databases in which that information is stored, 
their underlying operating system, programming language, or a vendor’s particular 
legacy information system.

The Object Name Service provides a pointer from the EPC to a location on 
the network where information about that product is stored. It is analogous to the 
Domain Name Service used to point computers to sites on the World Wide Web. 
The databases serve as the information archives that store data records about physi-
cal objects and are linked to the identification number.

EPC uses the Physical Markup Language (PML) (Brock, 2001; Floerkemeier 
et al., 2003) as a common standard for describing physical objects, and their charac-
teristics and state. It includes static information, such as dosage, shipping, expiration, 
and recycling information. In addition, its intended use is to provide instructions for 
machines, such as microwave ovens and laundry appliances in homes or machine 
tools and industrial equipment in factories, about how to handle the product. The 
original vision was also designed to include dynamic information that might describe 
how an object behaves under different circumstances. The PML uses the eXtensible 
Markup Language (XML) as the method of storing and transmitting data.

8.5  rFID Design process and Implementation
The researchers at MIT specified and developed most of the key elements of the 
EPC system very early in the project. In fact, MIT succeeded in building proto-
types within weeks of the original concept to demonstrate that the underlying ideas 
were viable.
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Initially, the MIT team did not limit its vision of the EPC system to any par-
ticular business area or problem space. It was only after they started working with 
Kevin Ashton that the group began to focus the broad vision onto the specific 
needs of one particular industry: the consumer packaged goods industry. From 
1999 through 2001, research teams concentrated on designing the prototype sys-
tem software and hardware. Starting in 2001, they initiated a series of field trials to 
test the technologies and demonstrate their value.

8.5.1  Architecture and Design
While the EPC had no formal set of require-
ments, such as those articulated for traditional 
government acquisition projects, it did have a 
de-facto design target. Specifically, one of the 
senior managers at Proctor & Gamble told con-
sortium leaders that if they could produce a 5-cent tag, he would put it on every 
roll of Bounty paper towels. The 5-cent tag thus became the driving requirement 
for the design of the entire system. To produce such a low-cost tag, researchers 
focused on two complementary approaches: developing new, low-cost manufac-
turing techniques while at the same time limiting the amount of data that could 
be stored on the tag itself. What could not be put on the tag had to be put on the 
network. This led to the emphasis on the data structure and network aspects of the 
Auto-ID system.

Just as there was no formal requirements document, the EPC also had no for-
mal architecture products5—at least not the kinds of architecture products called 
for in federal acquisitions. However, the program certainly had an envisioned con-
cept of operations and even an operational architecture as well as a system architec-
ture that evolved over time (see Figure 8.1). Although this operational architecture 
was not labeled as such and was not developed at the outset to drive the design, it 
graphically described how the Auto-ID technologies envisioned by the consortium 
would be used to automate the supply chain. The Auto-ID Center actually created 
that graphical description as a marketing tool to communicate the concept to audi-
ences outside the consortium. In the parlance 
of the architecture community, it was, in effect, 
a “to-be” operational architecture. There was 
also a technical architecture, again not docu-
mented as such, heavily based on adaptation of 
Internet standards.

The technologies used were individually 
rather simple. For example, the MIT researchers 
developed the basic data structure of the EPC 

The “5-cent tag” served as 
the de-facto design target.

What turned out to be 
complex was not the tech-
nologies themselves, but 
rather their interactions 
with the social and busi-
ness processes.
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in a single afternoon, and that data structure has essentially remained unchanged 
to date (Brock, 2003). Nor were the networking aspects of the Auto-ID systems 
especially complicated. In fact, the researchers mimicked and adapted some well-
known Internet protocols. Although the Auto-ID, unlike the Internet, was to scale 
up to identify and track every item globally the researchers did not consider scal-
ing a difficult problem. They saw several available options to deal with the issue, 
both in terms of how the data would be structured and how it could be managed 
as it moved through the system. In fact, what turned out to be complex were not 
the Auto-ID technologies individually, but rather their interactions with the social 
process and the business process (see Section 8.3.3).

8.5.2  Business Case Research
Parallel to the development of the technologies themselves, the Auto-ID Center 
established a Business Case Action Group to build a series of business cases that 
would drive adoption of the Auto-ID technologies. Industry-specific cases exam-
ined the consumer package goods industry as well as the retail supply chain, freight 
transportation, manufacturing, and store operations. For each case, the group 
sought to define and quantify implementation costs and anticipated benefits, 
including those that would accrue from reduced costs as well as from increased 
sales. In all cases, they tried to assess the return on investments and the expected 
impact on the “bottom line.”

The group also chartered the development of several business cases oriented 
toward market development. They included surveys of potential adopters to gain 
feedback on planned investments and applica-
tion priorities, as well as drivers and barriers to 
adoption. Market sizing analyses and assess-
ments of opportunities in new markets, such as 
the automotive value chain and even the mass 
transit market, were also commissioned. In 
addition, the group developed a series of online 
tools such as the Auto-ID Calculator, which 
allowed a potential adopter to model a specific business case and determine whether 
applying EPC technologies would deliver a return on investment. The Auto-ID 
Center first published the resulting reports on the sponsor-only portion of the 
Auto-ID site and eventually made them available to the general public.

While business cases are often part of a traditional systems engineering process, 
they are typically constructed during the initiation phase of a project and are used 
to determine whether the prospects offer a sufficient basis upon which to proceed. 
In the commercial world, that basis is often articulated in terms of monetary return 
on investment. The difference in this situation was that these business cases were 
developed in parallel with development of the technologies and reflected the critical 

Business cases specific to 
particular industries were 
used to drive adoption of 
the technology.
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role played by individual corporations in determining whether, where, and at what 
pace they would invest in these technologies.

8.5.3  Early Field Tests
In March 2001, the Auto-ID Center assembled a team to plan and implement a 
series of field tests. These field tests had two objectives: (1) to take the technology 
from the laboratory to the real-world environment, and (2) to prove the “power 
and effectiveness of the EPC and to blaze a trail for future adoption” (Albano, 
Undated). More specifically, the field trials were to demonstrate the system’s ability 
to locate any pallet, case, or item anywhere and at any time in the supply chain, 
beginning with manufacture and continuing through final disposal or recycling.

Field trials in the United States were 
structured in three incremental phases, 
starting with the pallet level in Phase I, 
adding case-level tracking in Phase II, 
and then incorporating item-level track-
ing in Phase III. The field trials were held 
in facilities operated by members of the 
consortium, with additional field trials 
planned for Europe and Japan.

Phase I began in October 2001, just 2 years after the consortium was formally 
constituted, and continued through the first quarter of 2002. This phase used 
existing hardware and focused on assessing the technical feasibility of the Auto-
ID-developed software. Phase I started by tracking pallets leaving the Proctor & 
Gamble factory in Cape Girardeau, Missouri, and arriving at Sam’s Club in Tulsa, 
Oklahoma. It eventually grew to encompass five facilities: one factory, distribu-
tion centers belonging to two different manufacturers, one retailer depot, and one 
retail store (including both the staging area and the retail floor). This first field trial 
proved to the developers that the software worked as planned and helped them not 
only learn some lessons about how to implement the technology and how easily 
it scales, but also gain insights about the actual implementations.6 Data collected 
was monitored by the Auto-ID Center at MIT, and participating field test sponsors 
were invited to view it by logging on to a website.

Phase II began in February 2002 and, like Phase I, used existing hardware. This 
trial phase was considerably more ambitious in that it not only set out to track cases 
as well as pallets, but also increased the number of participating sponsors, sites, 
and products involved. Phase II encompassed a total of two manufacturers, five 
manufacturer distribution centers, two retail depots, and three separate stores that 
spanned four separate supply chains. This phase was designed to increase the load on 
the software network, cope with more realistic problems, test multiple technologies 
and their interactions, and continue to improve data displays. In addition, the test 

Early field trials were used to gen-
erate interest and gain insights 
about both technical implemen-
tation and real-world operational 
drivers and constraints.



138  ◾  Engineering Mega-Systems

was intended to generate information for business case development. Like the first 
field test, the second allowed developers to better understand how to implement the 
system and provided them with valuable “lessons learned” about the nuances of real 
operations. For example, they discovered that various factors—including physical 
size, packaging materials, product composition (liquid, metal, powder, etc.), and 
location on the package—affected the readability of the tag. They also learned 
about the impact of different types of installations, interference with existing RF 
systems, and the need for feedback.

Auto-ID-compliant technologies, including cheap tags and low-cost readers, 
were first introduced in Phase III. Unlike the first two field tests, which had used 
surrogate technologies, this phase used tags and readers that met the proposed spec-
ifications. All new hardware was first tested to ensure compliance before it was 
implemented in the field.

Phase III further expanded the scope of the effort, this time introducing item-
level tracking and bringing the technology from the back into the front of the store. 
The focus of the item-level tracker was on applications related to consumer avail-
ability, theft prediction and apprehension of thieves, product freshness and out-of-
date monitoring, as well as accuracy in end-item stock and replenishment.

As envisioned, the test would not only have involved EPC technologies, but also 
incorporated end-user initiatives such as the Gillette-developed “smart shelf.” This 
smart shelf was designed to use RFID technologies to scan its contents and, via 
computer, alert store employees when supplies were running low or when theft was 
detected.7 However, plans for a test of the smart shelf, which was to start in June 2003 
in a Wal-Mart store in Brockton, Massachusetts, were unexpectedly canceled soon 
after privacy advocates raised concerns and threatened a boycott of Gillette products. 
A Wal-Mart representative reported that Wal-Mart had ceased in-store RFID test-
ing, citing the company’s intention of focusing on installing the technology in ware-
houses and distribution centers (C/NET News, 2003). However, similar in-store 
trials were conducted at retail stores in the United Kingdom and in Germany.

8.5.4  Privacy Pushback
Privacy quickly became a key issue for RFID implementation. Protests by privacy 
advocates succeeded in terminating several additional front-of-the-store initiatives 
and are thought to be responsible for refocusing RFID implementations to back-of-
the-store uses and delaying the projected widespread use of item-level tracking by 
about 10 years. In addition, several states 
and federal agencies held hearings on pol-
icy regarding RFID-related privacy issues. 
At least one state passed legislation regu-
lating the use of RFID technologies, and 
several others were at one time considering 
doing so.

Consumers and privacy advo-
cates were stakeholders with a 
non-financial interest in RFID 
developments.
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By all accounts, the Gillette smart-shelf trial was only one of several tests ter-
minated because of negative publicity generated by privacy advocates. A proposal 
by the Italian clothing manufacturer Benetton to embed RFID in labels to track 
merchandise from the point of manufacture to the point of sale generated threats 
of a worldwide boycott. These tags were originally intended to remain active after 
sale so that the store could use them to track returns. Shortly thereafter, Benetton 
announced that it had changed its plans to put RFID tags in its clothing, and that 
the company intended to study the technology, including its privacy implications, 
before taking further action.

Worries about privacy did not result only from in-store monitoring of consumer 
behavior. Privacy advocates have been particularly concerned about the potential 
of abuse after the point of sale. They feared that the tags attached to or embedded 
in the products that consumers buy and carry could be read by massive networks 
of RFID sensors. They also worried that corporations, individuals, or even govern-
ments could use the resulting information not only to monitor what people buy, 
but also to track their behavior and movements, and that such information could 
potentially be obtained and misused by hackers and criminals.

From the onset, the Auto-ID Center recognized that privacy would be a key 
issue and, as early as 2001, conducted an Internet-based survey within the United 
States. The survey found that 55% of the respondents were either very or somewhat 
concerned about privacy (Ashton, 2003). In 2002, the Center followed up with a 
survey of public opinion in the United States, Europe, and Asia to anticipate how 
the public would perceive the new technology, alleviate any concerns, and explore 
ways in which the network could be improved (Duce, 2003).

The Auto-ID Center found that consumers generally saw the benefits of the tech-
nology accruing exclusively to industry—not to them—and that they worried pri-
marily about the potential for abuse rather than what was actually being developed. 
More specifically, consumers reported concerns about being tracked, particularly via 
the clothing that they wear, having companies or the government know what they 
buy, and forfeiting personal security (e.g., if muggers could know the contents of their 
shopping bags). They also worried about the potential impact on their health and on 
labor and unemployment. Allaying these fears was considered very difficult because 
“they are based on an ‘unknown future,’ were purely emotional and appeared to be 
quite deeply rooted” (Duce, 2003). Thus, the Auto-ID Center found that EPC had 
to confront unexpected consumer resistance stemming from deep concerns about 
potential invasions of privacy and cynicism about the commitment of both govern-
ment and business to protecting consumers’ privacy and personal information.

The Auto-ID Center’s response was multi-faceted, including research initia-
tives, an external communications campaign, and privacy guidelines. Researchers 
at MIT and other global Auto-ID Centers began to explore candidate designs that 
would improve the privacy protections incorporated in the EPC network and iden-
tified potential technical research directions (Sarma et al., 2002). Concurrently, 
the Center brought in a public relations firm that proposed the development of 
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an external communications plan intended, at least in part, to counter opposi-
tion to widespread RFID deployment and use. CASPIAN (Consumers Against 
Supermarket Privacy Invasion and Numbering), a privacy advocacy group, located 
the proposed plan on the restricted website and subsequently republished it, height-
ening concerns that the policy was merely a public relations tactic. Although the 
Auto-ID Center deleted the communications plan from its member-only website, 
several sites had mirrored this and other Auto-ID documents, and their availability 
on the Web was widely publicized.

To explore appropriate responses, the Auto-ID Center established an indepen-
dent Policy Advisory Council, composed of experts with political, legal, and tech-
nology expertise, to help with further research. In addition, the Center formed a 
technical group, consisting of expert researchers in the fields of privacy, security, 
and cryptology, as well as a forum for the Chief Privacy Officers from their sponsor 
companies (Ashton, 2003).

The Auto-ID Center also developed policy guidelines aimed at protecting con-
sumer privacy. These guidelines cover four areas:

 1. Consumer notice of the presence of EPC tags on products or in packaging
 2. Consumer choice about their options to discard, disable, or remove EPC tags 

from products they acquire
 3. Consumer education about EPC, its applications, and advances in the 

technology
 4. Use, retention, and security of EPC-generated records consistent with all 

applicable laws

These guidelines were adopted at the final board meeting of the Auto-ID Center in 
late October 2003, and similar guidelines have since been adopted by its successor 
organization, EPCglobal.

At the same time, some commercial firms using RFID technology issued their 
own RFID privacy policies. For example, the Wal-Mart policy, available on its 
webpage, states that

Our company is committed to safeguarding the privacy of our cus-
tomers and members. Wal-Mart and Sam’s Club use EPC technology 
to locate products throughout the supply chain process and inside the 
stores and clubs. EPC labels do not contain, collect or send any per-
sonal information (Wal-Mart, 2009)

Even so, the privacy issue remained a critical flash point. Privacy advocates 
remain suspicious about the potential of the technologies, while RFID propo-
nents have organized a campaign of education and influence. In April 2004, the 
California State Senate passed a bill that set limits on the use of RFID technology 
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by libraries, retailers, and other private organizations.8 Legislators in three other 
states have announced plans to draft similar bills or to conduct studies.

8.5.5  Release of First EPC Standards
The activities of the Auto-ID Center culminated in the well-orchestrated and widely 
publicized public release of Version 1.0 of the EPC specifications, also referred to 
as Generation 1 standards, at the EPC Executive Symposium. The symposium, held 
in Chicago in September 2003, was the first large-scale conference dedicated spe-
cifically to EPC technologies. It was intended to help build momentum toward 
the adoption of RFID across the supply chain. Technical tracks described EPC-
compliant technologies and demonstrated reference implementations, while other 
tracks focused on the case studies and lessons learned from the field trials. At the 
same time, vendors announced new RFID products and services, including kits tar-
geted to help companies evaluate the technology for their particular applications.

However, Gartner analyst Jeff Woods was skeptical. He believed that the standards 
announced at the symposium were not mature enough for deployment and that the 
business case for investment in RFID technologies had not been convincing (Woods 
and White, 2003). Others questioned whether the network could scale up sufficiently 
to handle the potentially large volume of simultaneous readings and whether the data 
collected could be integrated into existing corporate information systems.

8.6  transition from research to Commercialization
As early as the fall of 2002, the Board of Overseers reported on initial discus-
sions about the future of the Auto-ID Center. Seeing that the development of the 
first-generation EPC technology was reaching completion, the Board of Overseers 
decided that the research and administrative functions should devolve on two differ-
ent organizations: one focused on continued research and the other on the admin-
istration of the standards. MIT would continue to perform research through an 
organization called Auto-ID Labs. EAN International and the UCC would estab-
lish an organization that would be responsible for global, multi-industry adoption 
of the standards. That transition formally occurred on 26 October 2003, 4 years 
after the Auto-ID Center was founded. At that time, the administrative functions 
of the Auto-ID Center at MIT were officially terminated and efforts to develop 
global RFID standards were transferred to EPCglobal, a not-for-profit joint venture 
between EAN International and the UCC.

EPCglobal is structured with a Board of Governors, a president, and several 
action groups (see Figure 8.3). The Board of Governors consists primarily of end 
users and early adopters of the technology. Business Action Groups comprise repre-
sentatives from businesses that currently use or plan to use the technology and are 
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chartered to develop business requirements and use cases. At the time of this writing, 
three such groups are operational (retail supply chain, healthcare and life sciences, 
and transportation and logistics services) and another four are under consideration 
(aerospace and defense, consumer electronics, packaging goods, and automotive).

EPCglobal has two technology action groups: one oriented toward hardware 
and the other toward software. The Hardware Action Group is responsible for defin-
ing the standards for hardware components, primarily focusing on the RFID tags 
and readers, while the Software Action Group is responsible for defining software 
interfaces and other standards within the EPC network and with other elements of 
the extended enterprise system. EPCglobal maintains a relationship with Auto-ID 
Labs, which fosters ongoing research at university laboratories aimed toward pro-
posing new technologies.

In addition, EPCglobal has an architecture review committee, charged with 
responsibility for creating, documenting, and maintaining the network architec-
ture. The committee is also responsible for identifying components of the archi-
tecture that require standards and recommending such standards, as well as for 
collaborating with other standard-setting bodies.
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Figure 8.3 the epCglobal organization. (http://www.epcglobal.org/what/
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8.6.1  Early Pilots
Pilots have been the primary means by which early adopters have built a business 
case, evaluated the technology offerings, and developed their own near-term and 
longer-term implementation strategies. These pilots have been both internal (focus-
ing on operations within a company) and external (using RFID technologies to link 
suppliers and their customers).

Companies have used pilots to gain a better understanding of the technology 
offerings by testing the tags and readers for their particular applications and envi-
ronments and fine-tuning their implementations. More broadly, these pilots have 
helped companies develop their longer-term strategies; for example, to identify 
where process changes may be warranted and where data/system integration may 
be required, both internally within their corporate information infrastructure and 
externally with their supplier and retailer partners. While some companies have 
focused their pilots on complying with their customers’ requirements, others 
have taken more of an enterprisewide perspective, exploring where and how they 
might implement these technologies across all of their business processes.

Pilots have shown that implementing RFID is not simply a matter of imple-
menting a new technology; it also affects the enterprise’s or extended enterprise’s 
applications, infrastructure, business processes, and personnel. One company rep-
resented on the Auto-ID Board of Overseers, Kimberly-Clark, has concluded that 
“successful deployment of RFID will be driven by changes in the business process, 
NOT technology” (O’Shea and Bigornia, 2004).

8.6.2  Maturation of the EPC Standards
Since the initial release of EPC standards by the Auto-ID Center, EPCglobal has 
continued to refine the standards.9 Generation 2 tag protocols for RFID readers 
in the 860 to 960 MHz ultrahigh frequency (UHF) range have been issued, and 
a comparable protocol for readers operating in the high frequency (HF) range is 
under development. In addition, EPCglobal has created specifications for reader 
protocols and reader management, as well as specifications for application-level 
events (formerly called Savant), EPC information services, and object naming ser-
vices. Standards for discovery services will follow.

In August 2004, EPCglobal sponsored a series of interoperability tests open to 
manufacturers of Generation 1 hardware devices. The manufacturers conducted their 
own tests while representatives of the test facility directed, observed, and recorded the 
test procedures and results. The tests focused on the ability of different manufacturers 
to “talk” to each other. Since then, EPCglobal has established a program of confor-
mance tests executed by an independent laboratory. Companies that pass the con-
formance tests can be certified as compliant with EPCglobal hardware standards.
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8.7  epC adoption
At an 11 June 2003 joint presentation with the UCC at the Retail Systems 2003 
trade show in Chicago, Wal-Mart’s Executive Vice President and Chief Information 
Officer, Linda Dillman, announced plans to require Wal-Mart’s top 100 suppliers 
to place RFID tags on the pallets and cases they ship to Wal-Mart distribution 
centers and stores. Wal-Mart planned to “go live” with a limited deployment by 
January 2005. While Dillman acknowledged that more work was still needed, she 
commented that Wal-Mart had viewed the Auto-ID Center’s field trials as proof-
of-concept tests. On the basis of those trials and the results of research that it had 
performed at its own RFID lab, Wal-Mart expected to start a series of pilot tests 
that would then be used to design the system implemented in Wal-Mart ware-
houses worldwide.

Some viewed that announcement as a “line in the sand” (RFID Journal staff, 
2003). It came 1 month before the smart shelf test was terminated and 3 months 
before the RFID standards were to be formally introduced. Yet neither event 
derailed Wal-Mart’s commitment to implementing RFID technologies. In fact, in 
a letter to its suppliers, Wal-Mart announced that it would not only continue with 
its plan to tag pallets and cases, but also expand the initiative to its next 200 biggest 
suppliers by January 2006.

Nevertheless, the plan faced substantial concerns and unknowns. Suppliers 
lacked confidence in the technologies, and questioned whether they were suffi-
ciently mature. They were also concerned about the costs they would incur and 
whether they would realize any of the benefits internally or whether these would 
represent merely an added cost of doing business with Wal-Mart. They were also 
uncertain about what information would be shared between Wal-Mart and its sup-
pliers (Roberti, 2003).

In November 2003, Wal-Mart met with its top suppliers to clarify the RFID 
requirement and announced a phased rollout starting with three distribution cen-
ters and 150 stores. Another 100 centers and 3000 stores would be added by the end 
of 2005. However, many suppliers remained skeptical. A Forrester Research report 
published in March 2004 reported that only 25% of the top 100 suppliers expected 
to meet the 1 January mandate—down significantly from the earlier estimate of 
60% (Hines, 2004).

In April 2004, Wal-Mart and eight of its suppliers began a field pilot program in 
North Texas. Two months later, as reported in testimony before the House Committee 
on Energy and Commerce (Dillman, 2004), Wal-Mart was tracking cases and pallets 
of 21 products destined for one distribution center and seven stores.

At our Sanger, Texas, distribution center, we have placed readers at our 
receiving doors, above our conveyor belt systems, and at our shipping 
doors. At the seven Supercenters, we have placed readers at the receiving 
doors, at strategic points throughout stores’ backrooms, at the door to 
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the sales floor, and at the trash compactor. There are no readers on the 
sales floor, at the check stands, or at customer entryways or exits. The 
readers assist Wal-Mart in knowing when a product is received, where it 
is stored, when it goes out to the sales floor, if it returns for any reason, 
and when the case is submitted for recycling. This information is shared 
with our suppliers to assist them with their inventory planning.

Speaking at the annual trade show where a year earlier Wal-Mart’s Chief 
Infor mation Officer had unveiled the chain’s RFID plans, Michael Duke, Chief 
Executive Officer of Wal-Mart’s stores division, announced the company’s further 
plans. Wal-Mart intended to expand the RFID effort throughout the United States 
in 2005 with a goal of involving all suppliers by 2006, and planned on an interna-
tional rollout in 2005 through 2006.

Additional retailers, including Target and Albertsons in the United States, 
Tesco in the United Kingdom, and Metro Group in Germany, issued compa-
rable mandates. Target, for example, directed its top suppliers to tag pallets and 
cases being sent to “select” regional distribution centers beginning in late spring 
2005 and expected all suppliers to be tagging pallets and cases by spring 2005 
(RFID Journal staff, 2004). Metro Group, which had been experimenting with 
RFID tags and other advanced technologies in its Future Store in Rheinberg, 
Germany, announced its decision to roll out RFID to 250 additional stores and 
10 warehouses (Schwartz, 2004).

Other mandates and policies have contributed to the impetus to implement 
RFID technology. The DoD issued policy requiring suppliers to use RFID tags 
on cases and pallets and on individual high-value items for delivery to the mil-
itary on or after January 2005.10 In November 2004, the U.S. Food and Drug 
Administration (FDA) issued special guidance to the pharmaceutical industry, 
allowing companies to use RFID tags without violating regulations that govern 
product labeling.11 The FDA also published guidance for using RFID technology 
in feasibility studies and pilot programs designed to increase the safety and security 
of the nation’s drug supply. The initiative was part of an ongoing FDA effort to 
combat the rise in counterfeit drugs.12 Immediately thereafter, three pharmaceuti-
cal companies announced that they would start tagging shipments of drugs that are 
most subject to counterfeiting.

In January 2005, Wal-Mart reported that RFID was operational in about 
140 stores and 3 distribution centers, and that the technology was yielding benefits 
not only in inventory, but also in visibility into the efficiencies of Wal-Mart’s supply 
chain. By early 2007, however, Wal-Mart acknowledged that it had missed its goal 
of installing RFID technology in 12 of its 137 distribution centers and reported 
that this reflected a change in its strategy from one focused on its distribution 
centers to one focused on implementing RFID in selected retail stores (Songini, 
2007). This shift in strategy suggests that, notwithstanding Wal-Mart’s mandates, 
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widespread adoption has been slower than anticipated. And because the market did 
not grow as expected, the costs of tags and readers, while lower than at the outset, 
had not reached the 5-cent-per-tag level.

8.8  Summary
RFID has the potential to change the global supply chain significantly. Since its 
origins in 1999, it has moved from an academic research initiative to initial rollout 
by a small, but highly influential, group of early adopters. It has sparked contro-
versy but that controversy has neither deterred nor derailed implementation. It has, 
however, caused proponents to address issues of consumer privacy directly and to 
focus their efforts on back-of-the-store applications that do not affect consumers 
directly and thus may have delayed widespread deployment of RFID technology.

Development and well-orchestrated marketing of the technologies have 
occurred collaboratively and in parallel. Adoption of the RFID technologies has 
been facilitated by the development of open, global standards and was further 
advanced by the advocacy of large retailers, such as Wal-Mart, that have the clout 
to influence the actions of their suppliers. More companies are conducting or plan-
ning pilots not only to comply with mandates from their customers, but also to help 
define the business case for their own applications. These pilots have proved critical 
in helping companies and their partners determine how to implement the technolo-
gies and how these technologies can help their bottom line, and to identify what 
processes must change in order to leverage the full potential of RFID technologies. 
These companies are, in essence, learning by doing.

However, some analysts and practitioners acknowledge that significant hurdles 
must be overcome before RFID can realize the lofty goals of its advocates. To ful-
fill its promise, RFID depends on continuing improvements to the technologies, 
reduced costs, and the ability to work across different generations of the technol-
ogy. But perhaps the most significant hurdles come not from the technology, but 
from the need to change underlying business processes in order to leverage the data 
generated by this technology. Kimberly-Clark saw a continuum of increasing func-
tionality and increasing value:

Phase I: Compliance. ◾  Companies are only concerned with complying with 
mandates. They invest in encoding and tagging their products and record the 
data, but do not use the data for any internal business processes. This phase 
has also been called “slap and ship.”
Phase II: Collaboration and Visibility. ◾  Companies are sharing data with their 
strategic partners and are able to track and trace goods across the supply 
chain. However, other business processes are not affected.
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Phase III: Zero Latency Decision Support. ◾  Data is collected and analyzed in 
real-time. For example, RFID could be used to provide electronic proof of 
delivery, thereby reducing invoice discrepancies and improving the visibility 
of transactions.
Phase IV: RFID Enabled Adaptive Enterprise. ◾  RFID data is fully integrated 
with existing business processes and IT systems. Real-time data from RFID 
technologies can be used to trigger business events and drive faster business 
decisions, in effect providing a “sense-and-respond” capability (O’Shea and 
Bigornia, 2004).

When this presentation was given in 2004, Kimberly-Clark viewed industry 
as being somewhere between Phases I and II. To advance to the higher phases, the 
company anticipated that efforts must go beyond merely implementing the tech-
nology or even continuing to improve it, to integrating it in the business processes 
and using the data to drive better business decisions. To make that happen, they 
saw the need to integrate internal data and systems, to synchronize data, and to 
improve customer and supplier collaboration and communications.

By 2007 it still appeared that while the technology had stabilized and some 
companies were reaping business value by reducing out-of-stock levels, the EPC 
market had not grown at the rates predicted earlier. Consequently, the prices of tags 
and readers have declined, but not to the levels originally anticipated. Widespread 
adoption is still some years away, and it is likely that the industry overall remains 
somewhere between Phases I and II.

8.9  epCglobal network mapping 
to the extended Framework

The vision that spawned the EPCglobal network was based on leveraging Internet 
technologies to track items across the open, global supply chain. Therefore, this 
case study focuses on engineering in the context of the extended enterprise. While 
the technology was not new, its application in this business sector was. The scope 
of the effort—all items from manufacture to sale to disposal—was audacious. The 
approach to executing it, using a consortium of universities to conduct the research 
and a consortium of natural competitors to fund it, was also remarkably innovative. 
It is not surprising, then, that its profile shows performance in all four quadrants in 
or near the outer ring (Figure 8.4).

From the mission environment perspective—in this case, the global sup-
ply chain—the pace of change has increased with the expansion of the Internet 
and information technologies as well as with the globalization of markets. It is 
expected—or hoped—that the introduction of RFID technologies will not only 
respond to the changing needs of the supply chain, but also further change it, 
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possibly quite dramatically. In this case, the changing needs of the environment 
drive the vision for the technology; in turn, implementing the technology promises 
to change the environment. The two co-evolve.

This case represents a classic example of an extended enterprise and was selected 
for that reason. In terms of the scale of effort, it crosses multiple corporations, includ-
ing suppliers of consumer products as well as retailers, and allows for data sharing 
across corporate boundaries. However, it is worth noting that the interests of the 
different members of the supply chain can and do differ. Retailers are primarily 
interested in reducing out-of-stock situations while suppliers are primarily inter-
ested in improving inventory management and supply chain visibility. While these 
interests are not mutually exclusive, some suppliers have voiced the concern that 
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Figure 8.4 the epC profile. (From Stevens, r., 2008. Profiling Complex Systems, 
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april 2008. with permission.)
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implementing RFID benefits the retailer, but is only an additional cost of doing 
business for the supplier.

In terms of the scale of the effort, RFID proponents expect the technologies to be 
used by a wide range of industries and business sectors and at different stages in the 
supply chain, from initial manufacturing through distribution to retail operations. 
RFID can allow companies to track high-value assets and to distinguish between 
authentic and counterfeit products, among others. Different implementations will 
be needed for these different market segments and uses.

From an acquisition perspective, there are many vendors of EPC-compliant 
products and services. The commitment to a set of open standards allows these 
different implementations to standardize on common data structures and means of 
capturing and exchanging EPC data.

From the stakeholder context, the broad support for this development effort is 
noteworthy. That natural competitors were willing to cooperate in funding and 
supporting EPC developments reflects their recognition that a common solution 
was in everyone’s best interest. However, at the same time, it is worth noting that 
these were not the only groups that had a stake in the matter. The EPC consortia 
did not include consumers and privacy interest groups. Instead, in some cases, EPC 
advocates viewed them primarily as opponents to manage or neutralize, but in fact 
their protests led to changed plans and strategies. Moreover, not all suppliers sup-
port the introduction of RFID, and many that have been directed to implement the 
technologies have done so only reluctantly.

From the perspective of the desired outcome, this effort evidently set out to 
address some well-recognized problems in the supply chain by building a funda-
mentally new capability. The “new” elements are not so much the technology that 
replaces (or augments) the bar code, although its application was certainly novel, 
but rather the implications and opportunities that the technology offers for chang-
ing some of the underlying business processes and organizational relationships.

Finally, from the perspective of system behavior, it is difficult to separate the 
behavior of the technologies themselves from the way they are used in business pro-
cesses. Early field trials proved particularly useful in helping the technology devel-
opers understand both the opportunities and constraints of the particular business 
environments. Similarly, while proponents expected that early pilots would be used 
primarily to fine-tune the implementation of technologies, such pilots continue to 
be used to help define the business process and to further refine the value proposi-
tion. In effect, these pilots allow users to experiment with the best approaches for 
implementing RFID technologies.

8.10  Insights for engineering mega-Systems
Stakeholders. ◾  The greater the number of potential stakeholders, the greater the 
value of establishing and nurturing consortia that represent their interests. 



150  ◾  Engineering Mega-Systems

It is also vital to include all stakeholders: not only advocates, but also, more 
particularly, skeptics and potential opponents.
Novel projects. ◾  Novel projects often demand novel organizational arrange-
ments and processes.
Early field trials. ◾  Early and incremental field trials provide a valuable venue for 
gaining insight into not only the actual performance of the technologies in 
situ, but also into real-world implementation. The feedback gained from such 
events can be used to refine requirements and concepts of operations.
Requirements assessment ◾ . Particularly in situations where the underlying busi-
ness case and concept of operations are still evolving, it is possible—and 
probably highly desirable—to evolve the requirements concurrently with the 
technologies themselves.
Vision. ◾  A well-articulated, agreed-to vision, coupled with a few key driving 
requirements, can serve as a sufficient basis upon which to build an enter-
prisewide capability.
Decisions in a broader context. ◾  It is important to understand not only the 
technical issues being addressed, but also their political, operational, and eco-
nomic implications. Failure to do so risks the possibility that the project, while 
technically feasible, loses support and hence viability. Attempting to resolve 
political issues by purely technical means generally proves inadequate.
Advocacy. ◾  Advocacy of market leaders can jump-start the adoption of com-
mon technologies. However, widespread adoption depends on many indi-
vidual decisions, each focused on considerations of local costs and benefits.
Pilots. ◾  Pilots, and other forms of operational experiments, are valuable in 
helping users understand the potential of the technologies being implemented 
and their potential impact on local business processes.
Value. ◾  The value of the system being implemented is often found in the 
changes that it sparks in the underlying business processes. Many of these 
changes cannot be anticipated, but will evolve over time.

endnotes
 1. These are the standards development organizations in the United States and Europe 

that are responsible for setting and administering bar code standards.
 2. While RFID technologies had been developed over a number of decades, it was not 

until the 1980s that there were widespread commercial applications as diverse as ani-
mal tracking, vehicle tracking, factory tracking, and personnel access. RFID for col-
lecting tolls was introduced in 1987 in Europe and 2 years later in the United States. 
By the late 1990s, electronic toll collection was widespread and RFID was being used 
for point-of-sale (POS) applications for fuels and fast foods (Landt, 2001).

 3. “Shrinkage” is the supply chain term of art that covers inventory loss, misplacement, 
and theft.
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 4. Auto-ID Labs. Undated. History of the Auto-ID Center. Cambridge, MA: Auto-ID Labs.
 5. The DoD Architecture Framework (DoDAF) defines three architecture views: opera-

tional, systems, and technical. The operational view describes the tasks and activities, 
operational elements, and associated information flows. The systems view provides a 
description of the systems and interconnections that support the operational functions. 
The technical view defines the criteria that govern each required system capability.

 6. For example, they learned how high and how wide to stack the goods for optimum 
reading results.

 7. As an anti-theft measure, the smart shelf tracks the number of packages of razor blades 
being removed. If a consumer picks up three or more packs of razor blades, the system 
audibly thanks the consumer and automatically alerts security to a potential theft. The 
expectation is that consumers will like being thanked and potential thieves will real-
ize that they have been detected and so will not commit the theft. The system is also 
capable of taking a photograph of the suspected thief for comparison with photographs 
taken at checkout (Texas Instruments, 2003).

 8. The bill would prohibit businesses and libraries in California from using tags attached 
to consumer products or using an RFID reader that could be used to identify an indi-
vidual unless the technologies comply with certain conditions. Specifically, informa-
tion can only be collected for items that customers are actually buying, renting, or 
borrowing. Information cannot be collected on what customers may have picked up 
and put back, what they are wearing, or what they may be carrying in a wallet or purse 
(Swedberg, 2004).

 9. These standards cover tag data specification, hardware, software, and information ser-
vices. Tag standards have been expanded to support several different coding schemes, 
in addition to the original code developed by the Auto-ID Center. RFID protocols 
address the “over-the-air” interface between the tag and the reader.

 10. Information about the DoD RFID policy is available at: http://www.acq.osd.mil/log/
rfid/rfid_policy.htm (accessed 24 February 2008).

 11. U.S. Department of Health and Human Services, Food and Drug Administration, 
Radiofrequency Identification Feasibility Studies and Pilot Programs for Drugs, Guidance 
for FDA Staff and Industry, Compliance Policy Guides, Sec. 400.210, November 
2004. http://www.fda.gov/oc/initiatives/counterfeit/rfid_cpg.html.

 12. The U.S. Food and Drug Administration Compliance Policy Guide is available at 
www.fda.gov/oc/initiatives/counterfeit/rfid_cpg.html.
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9Chapter 

observations from 
the Case Studies

While the case studies of SIAP and RFID have limitations for all the reasons men-
tioned earlier, they do provide us with insights from experiences in the real world. 
On the basis of these experiences, we can begin to formulate some ideas about 
appropriate principles, practices, and tools for engineering mega-systems.

9.1  Case Study recap
At the outset, it is important to 
note some key differences between 
the two examples of mega-systems 
and traditional systems engineering 
projects. In both cases presented, 
the systems engineers are develop-
ing what is, in essence, a horizontal, 
cross-cutting capability that must 
then be integrated into individual 
warfighting systems (in the case of 
SIAP) or into the business processes of individual companies and market sectors 
(in the case of RFID). This division between specification and subsequent integra-
tion is not typical of most systems engineering projects, which retain responsibility 
over the system’s entire life cycle, but it appears more typical of the kinds of mega-
 systems projects we have described. In these cases, the systems engineer works across 

Engineering mega-systems require the 
system engineer to work across multi-
ple, independent systems to define the 
elements that ought to be in common. 
And he or she does this often without 
the authority to impose compliance on 
the “receiving” systems.
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multiple, independent systems and does so by defining the elements that these sys-
tems should have in common, yet often lacks the authority to impose compliance 
on the receiving systems. This is a critical difference between systems engineering 
of traditional well-bounded projects and systems engineering of mega-systems.

In both the cases studied, the effort was directed at developing and evolving 
specifications for these common elements. In the SIAP case, these specifications 
were developed as a behavioral model instantiated in code. That model is then 
delivered to a number of separate programs for each to integrate into its own warf-
ighting systems. In the RFID case, the effort was initially directed at developing 
the first generation of standards for hardware and software. Developers continue 
to mature these standards with the expectation that they will be commercialized 
by a number of separate, competing vendors. Thus, unlike more traditional efforts 
where the systems engineer is responsible for specification of the product and its 
components and then assumes responsibility for the integration of these compo-
nents into the overall system, in these cases, the systems engineering effort is only 
responsible for the left leg of the “V” Model (see Figure 5.1). Other actors assume 
responsibility for not only developing the products, but also integrating them into 
the larger systems in which they will operate.

Tables 9.1 and 9.2 provide an overview of the case studies. Table 9.1 describes 
the context in terms of the programs’ objectives, organization, and external influ-
ences. Table 9.2 then synthesizes the approaches and activities used. Its organiza-
tion is consistent with the Friedman–Sage structure (Friedman and Sage, 2004) 
and focuses on the six concept areas that represent phases in the systems engineer-
ing life cycle.

9.2  observations
The mega-systems discussed in the case studies fall into the category of “enterprise 
networks” that enable enterprise-wide and even extended enterprise-wide opera-
tions. The term “enable” is important because these networks themselves do not 
constitute the end-state, but rather the means to achieve the desired organizational 
or trans-organizational objectives. In the case of SIAP, the desired enabler was a 
standardized air picture that could be shared by warfighting systems built by dif-
ferent Services. Such a capability would make a key contribution to an integrated 
theater-wide air and missile defense capability. In the case of RFID, the desired 
enabler is visibility of products throughout their entire life cycle—from initial 
manufacture, through distribution, sale, and ultimately disposal. The ultimate 
objective is not just to gain a positive return on investment through reduced costs 
and increased returns, but also to change the business process fundamentally by 
moving toward what has been described as an adaptive enterprise—an enterprise 
in which supply and demand are synchronized in real-time.
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Because these mega-systems are often intended to address strategic objectives 
that extend beyond the specifics of their design or technology, it becomes necessary 
to understand the broader context in which they are developed and evolve. For this 
reason, these case studies have explored not only traditional systems engineering 
processes, but also the political, organizational, operational, and economic factors 
that shaped these efforts, either by driving or constraining them.

table 9.1 overview and Comparison of Case Studies: Context

SIAP RFID

Objective Develop technical solutions 
that could be applied to 
multiple systems to yield 
consistent and accurate 
representations of air tracks. 
Eliminating unwanted 
behavior is key.

Develop and implement 
technologies to improve (and 
in some cases, fundamentally 
change) how items are 
tracked throughout the 
global supply chain.

Organization Initially organized as a 
Systems Engineering Task 
Force within the U.S. DoD. 
Subsequently reorganized as 
a more formal Joint SIAP 
Systems Engineering 
Organization and, more 
recently, as a Joint Program 
Office. Initially structured as 
a “virtual team” with service 
stakeholders. Since then, has 
evolved into a consortium 
that includes representatives 
from the developers of the 
targeted systems (SIAP’s 
customers).

Initially established as a 
university-based research 
center with a mission to 
develop and promote open 
Auto-ID standards; led by a 
former industry product 
manager. Research funded by 
a broad-based consortium of 
industry and standards 
organizations. Later 
transitioned to a not-for-
profit joint venture 
responsible for global, 
multi-industry adoption of 
the standards.

External 
Influences

Despite general agreement 
about the objectives of the 
effort, there have been 
recurring stakeholder 
concerns about process, 
products, and impact on 
performance of the receiving 
weapon systems. The 
pro gram was formally 
terminated as 
of Septem ber 30, 2009.

Privacy concerns impeded 
original vision to tag 
individual items and forced 
early adopters to redirect 
initial efforts to back-of-the-
store applications.
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table 9.2 overview and Comparison of Case Studies: approaches 
and activities

SIAP RFID

Requirements 
Definition 
and 
Management

SIAP-related requirements 
extracted from multiple sources 
and used to derive system 
requirements for initial 
implementation. Capabilities 
Development Document formally 
approved for a CD-1 in late 2007.

No formal requirements, 
only a vision and a concept. 
Developed the justification 
(business case) in parallel 
with the technologies. 
Focused efforts on con-
sumer products domain 
because that was where 
initial interest lay and 
where industry recognized 
a need.

Systems 
Architecture 
Development

Developed static architecture 
products (views) for IABM 
consistent with DoD framework. 
Operational threads used to 
describe specific sequence of 
activities and provide operational 
context. Extended architecture 
effort developing dynamic 
behavioral models.

No formal architecture 
products per se. Developed 
professional graphic 
products showing 
envisioned future, intended 
for marketing and 
education purposes.

System, 
Subsystem 
Design

The initial engineering process 
was subsequently extended to 
consolidate design guidance for 
IABM development and to 
maintain consistency among 
requirements, architecture, and 
design.

Need for low-cost tag and 
ubiquitous deployment 
drove the initial design, 
which mimicked the 
Internet model. Emerging 
business needs drove the 
design of next-generation 
standards.

Validation and 
Verification

Using a federated hardware-in-
the-loop and digital simulation 
environment to assist in develop-
ment and integration testing of 
incremental builds. Plan is to use 
similar environment to test each of 
the Platform Specific Models, first 
individually and then in combina-
tion. The Air Force-established 
Integration Resource Center is 
used to conduct independent 
verification and validation.

Early field trials yielded 
many lessons from the real 
world. Companies initiating 
pilots to tailor applications 
to local needs and 
simultaneously build the 
business case. Test sites set 
up to demonstrate 
interoperability across 
vendor products. Plans in 
place to conduct 
compliance testing.
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Mega-systems are, in fact, being engineered and developed through the coop-
erative and collaborative behavior of large enterprises, including government agen-
cies, businesses, and global joint ventures. We expect to see more of these types of 
systems and more examples of such cooperation and collaborative developments.

Our examinations of an admittedly limited set of mega-systems still allow 
us to synthesize observations not only about the differences between traditional 
systems engineering and the engineering of these large-scale, cross-boundary sys-
tems, but also about the principles and practices that seem most effective. We have 
derived the following observations from these specific case studies. It would be 
valuable to explore the extent to which they continue to apply to other examples 
of mega-systems.

9.2.1  Greater Diversity of Stakeholders and Interests
The two case studies demonstrate the critical role that stakeholders play in both 
advancing and, in some cases, constraining the engineering and deployment of 
these mega-systems. The broader the scope of the effort, the greater the likely diver-
sity of the individuals, organizations, and interests that are involved or have an 
interest in the project. Consequently, the likelihood increases that these interests 
may conflict. Ignoring some key stakeholders or underestimating their ability to 
influence the outcome poses great risks to the project.

table 9.2 (continued) overview and Comparison of Case Studies: 
approaches and activities

SIAP RFID

Systems 
Integration 
and Interfaces

Each of the targeted programs was 
to be responsible for integrating 
the executable code into its 
systems. This was a recognized risk 
and a potential area for 
unexpected system behavior. 
Recognizing this, there was 
interest in identifying ways to 
reduce the level of complexity.

Original activities did not 
consider integration into 
existing corporate 
enterprise systems. Since 
then, vendors are offering 
applications that integrate 
RFID data with existing 
enterprise applications 
data.

Deployment, 
Roll-out

Capability Drop 1 was released in 
late 2008. Funding shortfalls 
hampered efforts to integrate the 
release into individual weapon 
systems. The program was formally 
terminated at the end of FY2009.

Mandates (Wal-Mart and 
others) have spurred 
implementation. Maturity 
and cost of the 
technologies still raise 
questions and widespread 
adoption is still some years 
away.
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Both SIAP and RFID have organizational models that were deliberately 
designed to bring together key stakeholders. SIAP formed a consortium of develop-
ers and funded the contractors who are building their individual targeted systems 
(in effect, their customers’ contractors) to participate in the development process. 
Similarly, RFID standards were developed by a global consortium of universities 
and were funded by a consortium of businesses, many of which continue to be 
direct competitors.

Such consortia have a critical role in forging a common perspective and build-
ing trust among the various stakeholders. Consequently, it is important to involve 
all stakeholders, particularly those with an operational (rather than a purely tech-
nical) stake in the outcome. It is worth noting that the RFID consortium did not 
include consumers as stakeholders, perhaps because they were not viewed as hav-
ing an economic interest in the technology’s development or application. One can 
speculate that if RFID proponents had addressed consumer interests earlier, the 
inter actions around privacy concerns might have been less adversarial and conten-
tious. On the other hand, the SIAP consortium brought together the right stake-
holders, but involvement in the development process did not necessarily translate 
into a commitment to integrate SIAP into the separate weapon systems. In other 
words, involvement, by itself, does not necessarily lead to commitment, and verbal 
commitment does not necessarily translate into necessary actions.

9.2.2  Broader Set of Considerations
Ever since its emergence as a separate discipline, traditional systems engineering has 
balanced technical and cost considerations in conducting trades and selecting fea-
sible design options. Mega-systems engineering must obviously continue to address 
these dimensions, but must also encompass a richer set of considerations, including 
political, operational, organizational, and economic factors. In some cases, mega-
systems engineering must also take cultural factors into account, not only because 
of the realities of global partnerships, but also because different organizations have 
their own unique cultures, with different assumptions, values, modes of operation, 
and even vocabularies.

Thus, for mega-systems engineering, focusing primarily on the technical 
dimensions is not enough: The best technical decisions may turn out not to 
be the most viable decisions. The technical approach may prove too costly or 
may lack the support of key stakeholders. The sheer scope of mega-systems 
increases the probability that the external environment may change over 
the course of the project, and what appeared to be a reasonable solution at 
one time may no longer be as appropriate. This, of course, can also occur in the 
course of engineering more bounded but primarily deterministic systems, but 
the challenge becomes significantly more complex when engineering large-scale 
mega- systems. Not only do such systems involve more diverse organizations, 
each with its own interests, but the transformational nature of many of these 
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mega-systems also introduces public policy issues that systems engineers cannot 
ignore and must address.

In the SIAP case, political, organizational, and economic aspects had a signifi-
cant impact on the organization’s ability to proceed. These forces drove changes in 
the SIAP program’s structure, relationships with affected programs, and the way the 
SIAP capability was developed and implemented.

In the RFID case, the unique organizational structure proved effective in bridg-
ing three very different cultures: (1) that of a research organization housed in a uni-
versity, (2) a business organization charged with making a profit, and (3) a standards 
development organization. However, although the consortium acknowledged the 
issue of consumer privacy early on, it failed to deal adequately with the associated 
concerns. These concerns were clearly emotional and often focused on worst-case 
possibilities, but the consortium’s response had initially emphasized technical solu-
tions (e.g., adding a “kill” command to the specification). Later on, the consortium 
attempted to counter the concerns of privacy advocates through a media-like cam-
paign but that strategy, by all accounts, was turned against the RFID project.

9.2.3  Convergence on Critical Infrastructure 
Standards and Design Tenets

The larger the number of different systems and organizations involved, the greater 
the importance of converging on infrastructure standards and design tenets. The 
field of systems engineering certainly does not lack standards. On the contrary, sys-
tems engineers have many standards from which they can choose; and even when 
a particular standard has been mandated, it can still allow options or be open to 
interpretation. In such instances, the value that would accrue from complying with 
a standard disappears, as demonstrated by the incompatibilities that precipitated 
the establishment of the SIAP effort. The challenge to systems engineers is less 
about selecting all the standards to govern their systems and more about determin-
ing the minimum set of standards1 that should be followed and that require unwav-
ering compliance. In fact, the smaller the set of standards, the greater the likelihood 
that the standards will be followed.

The RFID case provides an example of the willingness of businesses, includ-
ing direct competitors, to converge on a common set of open standards and then 
remain prepared, collectively, to modify those standards as business needs war-
ranted. Admittedly, because the EPC standards leveraged widely used and well-
recognized Internet and World Wide Web standards, they had a ready foundation 
on which to proceed.

Selecting the appropriate design tenets is a related but somewhat different issue. 
Consider a case where the participating elements—be they organizations, nodes 
on a network, or individual systems—are known a priori and their behaviors are 
prescribed. In such cases it would make sense to have a tightly coupled design that 



160  ◾  Engineering Mega-Systems

seeks to gain maximum efficiencies. Now consider the opposite case, involving a mix 
of anticipated and, more importantly, unanticipated participants, and the nature of 
their interactions is not fully predictable. In these cases, a more loosely coupled design 
approach relying on a minimum set of agreed-to standards allows for the necessary 
flexibility and adaptability. By doing so, however, it may sacrifice some measure of 
efficiency. A mixed or hybrid approach is also feasible, where individual systems are 
tightly coupled internally but loosely coupled in their external interactions. Selecting 
the design pattern that best suits the degree of uncertainty in the underlying concept 
of operations is a key consideration in mega-systems engineering.

9.2.4  Requirements
Traditional systems engineering, like software engineering using the Waterfall Model, 
is predicated on having a well-defined and precise set of requirements that remain 
more or less stable over time. The types of mega-systems that we have explored are 
both more complex and interdependent than traditional systems, and are expected 
to be more adaptable to meeting changing needs and expectations. At the same time, 
much of the underlying technology is also changing rapidly, offering opportunities 
for new functionality that was likely not envisioned when the effort was initiated. 
Thus, for many mega-systems, it will be unrealistic to expect to bound and control 
requirements in the same manner that applies to more deterministic systems. Instead, 
it would be best to articulate requirements initially as broad vision statements, con-
cepts of operations, or architectures, with the expectation that they will necessarily 
evolve over time in response to changing needs, opportunities, and constraints.

The SIAP program had no formal requirements available at the onset. Instead, 
de-facto requirements were derived from various official documents to provide a 
measure of the legitimacy demanded in the DoD environment. This did not prove 
adequate for such a complex undertaking, and the community tried to converge 
on more definitive requirements, with an initial focus on the first increment of 
functionality. As the SIAP organization transitioned to a more formal acquisition 
organization, the requirements documentation and approval process also became 
more formal.

RFID, because it operates primarily in a commercial business framework, did 
not need a comparable set of formal requirements. A top-level, simply stated vision 
apparently sufficed to drive the design. Participation of a knowledgeable end user, 
in this case Kevin Ashton, Director of the Auto-ID Center, meant that the devel-
opers had direct access to a source of expertise that enabled them to understand 
the needs of the customer, and that these customer requirements did not have to 
be filtered through a formal process or intermediary organizations. Interestingly 
enough, RFID did actually develop requirements, in the form of business cases, but 
did so in parallel with the development of the technologies and more for marketing 
purposes than to form the basis for developing a design or specification.
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RFID requirements have continued to evolve. As participating companies have 
begun to gain experience with the technologies, they have recognized additional 
needs that had not been fully anticipated at the outset.

9.2.5  Discovery Engineering
The greater the uncertainty in the initial requirements, the greater the importance 
of all types of methods and tools that allow for the exploration and understanding 
of required system behavior and the evolution of system features. These methods 
and tools encompass a wide range of activities, including early prototyping, explor-
atory integration, modeling and simulation, field trials, pilots, and experiments. 
Collectively, these activities can be considered a process of discovery engineering.

Both SIAP and RFID were willing to expose not fully mature or complete 
products to their customer base to gain early feedback. In addition, they were will-
ing to use that feedback both to refine requirements and to gain an understanding 
of how the systems they were specifying would operate in the larger environment.

In the case of SIAP, integration of its software into target warfighting systems 
must wait until the SIAP computerized specification is relatively complete and 
stable. This occurs only after a period of integration and validation in a laboratory 
environment. That process is expensive and requires careful consideration of the 
ways in which the SIAP computerized specification will affect the behavior and 
performance of the warfighting system itself. Hence, a simulated environment 
offers the best setting for systems engineers to gain early insight into the behavior 
of the SIAP-generated code both within a single platform and then between and 
among platforms. SIAP had, from the onset, emphasized exploration, integration, 
and test using such simulated environments, both in single laboratories and then 
distributed among multiple sites.

RFID has relied on early prototypes, early field trials, and pilots, not only to 
evaluate and refine the technologies, but also to gain insights into real-world imple-
mentations. Even after the underlying specifications have been agreed to and the 
technology has become available commercially, a pattern of extended pilot activities 
leading to staged roll-out continues. Many of the more recent piloting efforts—in 
effect, real-world experiments—are being conducted by companies that are explor-
ing RFID technologies for their business practices and are determining specific 
uses that can reduce costs, increase profits, or guarantee authenticity (as in the case 
of the pharmaceutical industry).

9.2.6  Role of Grand Design
Grand vision need not equate to a grand design. Changing circumstances, includ-
ing changes in user expectations, will necessitate changes to the initial design. The 
greater the novelty of the effort, the degree of uncertainty in the broader receiving 
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environment, or the diversity among the stakeholders, the more important it is to 
conceive a design that can accommodate such changes.

SIAP used a model-driven architecture approach that links analysis, design, 
test, and the software code itself. The behavioral model is implemented in a series 
of increments, known as time boxes, each of which allows for feedback to the evolv-
ing design. The SIAP program expected to periodically release capability drops that 
provide a sufficiently mature level of functionality so that it can then be integrated 
into warfighting system platforms.

RFID developed its initial design on the basis of a relatively unconstrained 
view of the environments in which it was to be implemented. At a top level, the 
basic design originally conceived by MIT researchers remains valid. However, the 
specifics have continued to evolve, reflecting feedback not only from early trials and 
ongoing pilots, but also from strong proponents and interested skeptics.

9.2.7  Managing Risk and Uncertainty
Risk management is a well-recognized component of project management and sys-
tems engineering. It is an established discipline with formalized, well-documented 
processes and acknowledged best practices. While most risk management experts 
agree that risks can be either positive or negative, in practice most practitioners 
view risks as having primarily negative impacts on project outcomes. Because of 
the complexity and uncertainty inherent in many mega-system projects, as well as 
their diverse constituents, mega-system engineering must be prepared not only to 
consider downside risks, but also to leverage unanticipated opportunities (Hillson, 
2004) (see discussion in Chapter 11).

In the SIAP case, the technical and project leadership recognized that the initial 
strategy of incremental block releases was not working as expected and changed the 
fundamental approach of the effort. Rather than focus on fixing existing specifications, 
the new approach centered on developing what is, in effect, common software. In 
doing so, SIAP leveraged an emerging design and development process and toolset.

In the RFID case, the original design was driven by the need to track indi-
vidual items and the associated scaling requirements. When privacy advocates 
raised concerns, the emphasis shifted from tracking individual items to less con-
troversial back-of-the-store applications. At the same time, RFID introduced new 
item-level applications that yield more visible consumer benefits, such as tracking 
pharmaceuticals to combat drug counterfeiting.

9.2.8  Leadership
The nature and quality of the leadership in a mega-system project are particularly 
important in building and sustaining external support, recognizing changes in 
the external environment, and adapting to these changing circumstances. In some 
instances, leaders must have the ability to recognize opportunities and develop 
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appropriate strategies to leverage them better. In other cases, they must be able to 
devise solutions to previously unanticipated problems. In the traditional systems 
engineering process, these qualities are brought to bear primarily, although clearly 
not exclusively, during the initial stages of the effort. In the engineering and evo-
lution of mega-systems, these skills and talents can be called for throughout the 
effort.

The SIAP leadership had, for much of the history of the program, been remark-
ably effective in gaining senior leadership support and in leveraging that support 
to bring initially reluctant stakeholders into the consortium. Their flexible out-
look also allowed them to recognize that the initial block approach was unlikely to 
achieve expected SIAP outcomes and to propose a drastic course change.

In the RFID case, the Auto-ID Center drew its executive director from the 
industry that proposed to act as the first implementer of the technologies. This 
gave him, and the research team he led, a clear advantage in terms of his ability to 
understand and interact with the companies funding the effort.

endnotes
 1. Consider the example of the Universal Core (UCORE), an effort intended to make 

it easier to share information across and within communities of interest. Rather than 
trying to standardize formatting of all the possible data, this effort focuses on stan-
dardizing a small set of universally understood concepts (where, when, who). Phase I 
addressed information sharing between the DoD and the Intelligence Community. 
Phase II expanded the effort to include the Department of Justice and the Department 
of Homeland Security.
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10Chapter 

the way ahead

As noted in the introduction, this book is not intended as a definitive work, but 
rather as an early step toward the creation of a body of knowledge about the engi-
neering, development, and evolution of the large-scale systems that we term “mega-
systems.” We hope it serves to foster and contribute to a nascent but expanding 
dialogue among practitioners, academicians, researchers, and customers. With this 
goal in mind, we have sought to define and frame the concepts and practicali-
ties of engineering mega-systems, examine some of the dimensions, and develop a 
framework to help us explore them further. Just as traditional systems engineering 
evolved through practice in the post-World War II era, we fully expect that the 
engineering of this class of systems will also evolve through practice. In this way 
the community will collaboratively generate a body of precepts, practices, and even 
tools that will prove useful in the engineering, development, and evolution of this 
class of systems. This chapter synthesizes the emerging systems engineering tenets 
and suggests a way ahead.

10.1  emerging tenets
While the case studies presented have acknowledged limitations, we nevertheless 
believe that we can begin to generalize the observations into a set of emerging tenets, 
or principles, related to the engineering of these mega-systems. Further, we believe 
that in mapping these emerging tenets to the Profiler, we can create the beginnings 
of a situational model. By that, we mean that the practices and processes most suit-
able for a given system or mega-system depend on the particular situation at hand. 
What works for a well-bounded system will not necessarily work for a system that is 
intended to bridge multiple organizations. Similarly, what works for a system with 
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a well-understood mission and well-defined and stable business processes will not 
necessarily work for a system that is expected to operate in a rapidly changing envi-
ronment. The key, we believe, is first to understand the circumstances that apply to 
the particular effort at hand and then, on the basis of that assessment, to pick the 
most suitable set of tools and techniques. One size definitely does not fit all!

Figure 7.5 (Chapter 7) and Figure 8.4 (Chapter 8) illustrated how the Profiler 
first introduced in Chapter 5 could be used to build a polar diagram specific to 
each of the case studies. These polar diagrams depict the situation particular to that 
mega-system, recognizing that any such characterization would necessarily change 
over time as the circumstances that it captures themselves change. Figures 10.1 
through 10.4 step through the Profiler, highlighting each of the four quadrants of 
the Profiler in turn. For each quadrant we examine where differences in emphasis 
from traditional systems engineering may be required. Following that, we discuss 
the upper and lower hemispheres of the Profiler, with an emphasis on where the 
particular characteristics of a mega-system may warrant extensions to traditional 
systems engineering practices.

10.1.1  Strategic Context: Iterative and Incremental Strategy
The features of the strategic context (Figure 10.1), characterized by the degree of 
flux expected in both the mission environment and the scope of the effort, will 
influence the overall development and deployment strategy. If the mission envi-
ronment in which the system of interest is expected to operate is changing rap-
idly—either in terms of the participants and their interactions or in terms of the 
underlying business practices—then it is likely that user needs and expectations 
will also evolve and so, in turn, will the requirements for the system(s). Under such 
circumstances, it would be counterproductive to lock in requirements at the begin-
ning and expect them to remain valid and unchanged throughout the duration of 
the effort. Rather, the systems engineer should expect and be prepared to accom-
modate evolving requirements rather than resisting them. It would be appropriate 
to adopt an iterative strategy that allows for smaller increments of delivered capabil-
ity and the opportunity to obtain critical user feedback and adapt the next iteration 
accordingly. In fact, the more volatile the environment, the more frequent the itera-
tions should be. Such a strategy would allow the program to address unanticipated 
user and not-yet-defined features and to accommodate emerging technologies.

This strategy should emphasize spiral fieldings. Note that these are not just spi-
ral developments, but in fact spiral drops that provide some incremental set of 
actual capability to the targeted users. In other words, they have a market value. 
Experience with successive increments allows users to refine their evolving needs 
and provide feedback to the developers, while at the same time accommodating the 
inevitable changes in operations, technologies, and user expectations. This is quite 
similar to the commercial model used for new product development. In that model, 
while the outcome space is known, the exact form of the final product may not be. 
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The new product developer progresses via a series of versions, each building on the 
previous one by improving on existing functionality or adding new features, and at 
each step reflecting the developer’s insights into the emerging market. In contrast, 
the more stable the mission environment, the more likely it is that the requirements 
will remain valid over time. Under those circumstances, a more traditional top-
down systems engineering strategy is appropriate.

In situations where the system is intended to cross multiple boundaries—for 
instance, a system intended to work across an enterprise or to link strategic part-
ners in an extended enterprise (particularly when these partners lack a history of 
working effectively with one another)—there is merit in structuring the acquisition 
strategy to focus initially on pilot activities. Such pilot activities would address a 
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selected slice of the overall effort and would be directed as much toward building 
trust as toward addressing substantive issues of terminology, operational patterns, 
and desired features.

10.1.2  Implementation Context: Agreement 
on Infrastructure and Design Tenets

In the implementation context (Figure 10.2), the larger the number of separately 
managed systems that must work collaboratively to provide the needed capability, 
the more emphasis should be placed on defining the enabling infrastructure, the 
common design patterns, and recommended best practices. The enabling infra-
structure provides for the interoperability of information, products, and technol-
ogy services, and facilitates the establishment of a common basis from which the 
capabilities can continue to evolve over time. The design patterns are the essential 
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principles that guide how the different systems are architected and built. For exam-
ple, situations in which there are multiple legacy systems and where the nature of 
the interactions between them is difficult to anticipate completely would be best 
served by design patterns that emphasize flexibility and adaptability. Loose cou-
pling is such an approach to designing resilient interfaces. It limits interdependen-
cies among components and is intended to reduce the risk that changes in one 
component will yield unanticipated changes in others. In contrast, situations that 
depend on high levels of synchronization would be best suited to design patterns 
that emphasize tight coupling.

The simpler and leaner the set of infrastructure standards and design tenets, 
the more likely it is that the separate programs will be able to reach consensus 
around them. This is, in effect, the structured part of what may be a very unstruc-
tured problem.

In contrast, a single program that is not expected to involve interconnection or 
interdependence with other systems or programs can define its own infrastructure. 
It is, in effect, a closed system and can operate independently.

10.1.3  Stakeholder Context: Working to Identify 
Intersecting Interests

In the stakeholder context (Figure 10.3), the greater the degree of diversity among 
the key stakeholders, the more important it is that engineers and program man-
agers understand the positions of each of the key stakeholders and actively work 
to identify areas of potential intersection. Techniques such as stakeholder analy-
sis become more critical. Bringing stakeholders into the process—for instance by 
engaging them in trade-off analyses—offers opportunities to develop mutually 
acceptable strategies. In cases where there are divergent stakeholder positions, it 
will be impossible to meet all of their separate requirements, but it would be criti-
cal to identify the subset where their needs intersect and establish that as the prior-
ity effort.

The greater the number of stakeholders involved, the more important it is to 
pay attention to forging and sustaining consortia, whether formal or informal, that 
can act together to further the system’s purpose. A consortium provides the various 
stakeholders, including the intended end users, with a neutral forum in which they 
can collaborate in developing strategies and approaches to achieve shared goals. 
This becomes even more important when the various stakeholders have competing 
interests and different decision-making processes.

10.1.4  System Context: Value of Discovery Engineering
In the systems context (Figure 10.4), the more novel the effort, the greater the 
likelihood that it will be difficult to predict the behavior of the system with any 
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degree of confidence until the system is actually developed and deployed. Systems 
that use technologies that are still maturing are also more vulnerable to unexpected 
behavior and performance. And the more complex and unpredictable the system 
behavior, the greater the value of discovery engineering. By discovery engineering, 
we mean the full range of activities involved in building an understanding of the 
interactions and behavior of the system of interest. Discovery engineering includes 
development of prototypes and exploratory integration activities along with early 
field trials, experiments, and pilots. Prototypes and exploratory integration provide 
early insight into the technical behavior of the system, while field trials, experiments, 
and pilots help refine how the system will be used and the interactions between the 
system and its anticipated users, and allow the systems engineer to assess the impact 
that the finished system will have on the tasks and processes it supports.

By contrast, the more predictable the system’s behavior—that is, the more it 
lends itself to quantitative assessment and performance modeling—the more 
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systems engineers can rely on traditional practices of decomposition, allocation, 
and integration with a reasonable expectation that the behavior of the components, 
when they are integrated, will yield the behavior expected of the whole.

10.1.5  Extensions to Current Practice: Managing Uncertainty
The upper hemisphere of the Profiler captures the degree of predictability or cer-
tainty in the behavior of both the system itself and its operating environment. 
Traditionally, systems engineering has focused on risk management; that is, it has 
emphasized identification of the downside risks to program execution and devel-
opment of contingency mitigation plans to manage those risks. The more uncer-
tain the environment and the more unpredictable the behavior of the system, the 
more emphasis systems engineers should place on not only managing foreseeable 
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risk, but also exploiting opportunities. Opportunities may arise from evolving user 
needs and expectations, from changes in the strategic environment, and from the 
introduction of new technologies. A nascent but growing body of work explores the 
management of uncertainty (De Neufville, 2004; Hastings and McManus, 2004; 
Loch et al., 2005, 2006) in terms of implications for system design as well as for 
project management (see Section 11.5 for a discussion of managing uncertainty).

The lower hemisphere of the Profiler captures diversity, in terms of both the 
number of separate projects that require coordinated activities and the number of 
different stakeholders and interests involved. Traditional systems engineering inte-
grates and trades off technical and business considerations. Mega-systems engineer-
ing must not only continue to balance these competing needs, but must also add 
political, operational, and economic factors into the mix. The greater the number of 
separate systems and the number of stakeholders with different positions and inter-
ests, the greater the importance of including these “soft” issues. Taking these issues 
into consideration will not necessarily produce better technical solutions. Instead, 
failure to deal with them increases the likelihood of selecting solutions that will be 
unacceptable either political or economically, while actively addressing them helps 
frame objectives and develop feasible approaches that are more likely to gain the 
necessary support. Further, failure to consider the entire operational context may 
lead to design solutions that perform well in isolation but fail to perform as part of 
a larger, more integrated system. In this instance, local optimization does not yield 
global benefits and may in fact diminish them.

10.2  matching practice to Circumstances
This examination of mega-systems has sought to emphasize the need to match 
practice to circumstances. The Profiler is offered as a tool to help in characterizing 
these circumstances. It can also be used to reveal the degree of alignment between 
the particular circumstances and the engineering strategies and practices being fol-
lowed. Figure 10.5 illustrates a notional example, showing alignment in some seg-
ments of the profile (scope of effort, acquisition environment, desired outcome, and 
system behavior) and misalignment in others (mission environment, scale of effort, 
stakeholder involvement, and stakeholder relationship).

Failure to match practices to the circumstances at hand can introduce unneces-
sary friction points in the program’s execution. For example, if the mission environ-
ment is changing rapidly but the program continues to focus on the documented 
and approved requirements and fends off changes as “requirements creep,” the 
program risks delivering a capability that may meet contractual requirements but 
has a high probability of failing to satisfy user expectations. In such cases, it is not 
uncommon for the resulting system to be rejected outright or nominally accepted 
but effectively ignored.
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While a high degree of convergence between what the situation demands and 
the practices being followed does not guarantee a successful outcome, one can 
hypothesize that significant divergence is an indicator of program misalignment 
with user needs. As such, the degree of divergence can be viewed as a leading indi-
cator of program health. The greater the total divergence, taking into account both 
the level of discrepancy within any single wedge and the total number of wedges 
affected, the greater the magnitude and the breadth of challenges that the program 
must overcome.

Programs that involve little uncertainty and volatility in user requirements and 
expectations, and that apply mature technologies whose performance is well under-
stood, are best served if the systems engineer carries out detailed planning and then 
monitors execution relative to the plan. Programs whose requirements are evolving, 
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particularly because of changing user environments, would be best served by staged 
commitment strategies that allow for adjustments to the target and/or the implemen-
tation approach. In contrast, programs with an established general vision, but alterna-
tive approaches to realizing that vision, may be best served by variation and selection 
strategies using prototypes, pilots, and other forms of discovery engineering.

A growing body of literature examines the need to match the management and 
engineering style to the project type. However, considerable further research would 
be needed to identify the specific techniques and practices that are best suited to 
different regimes of the Profiler.

10.3  an emerging View of Systems engineering 
as a Continuum of practice

Figure 10.6 shows an emerging view of systems engineering as a continuum of 
practice from the techniques best suited to the engineering of purely deterministic 
systems at the far left to, at the right, the additional techniques needed to engineer 
complex systems that operate in an uncertain environment. Most cases call for a 
mix of practices. No set formula can lead to the appropriate mix. Selecting the best 
approach requires the insight, judgment, and creativity of the systems engineer who 
understands the system being created, the context in which it is being developed, 
and the environment in which it will be expected to operate and adapt.

10.4  refining the engineering tenets: a way ahead
The emerging tenets outlined below, based on a limited set of case studies, will 
clearly evolve over time. We offer them as the starting point of a dialogue, not as a 
definitive body of knowledge. However, they may assist in framing a way ahead.

Best
techniques for
engineering of
deterministic

systems

Ability to knit
together specialized
technical expertise

with “systems
thinking”to address

the big picture

Specialized
techniques for

managing uncertainty,
lack of control,

sociological factors,
etc.     

Figure 10.6 a continuum of systems engineering practice. (Source: Copyright © 
2008, the mItre Corporation. used with permission.)
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First,  ◾ foster the dialogue. Various organizations and venues can help con-
tribute to and shape the discussions. Universities such as MIT, the Stevens 
Institute, and the Air Force Institute of Technology have initiated academic 
programs related to the engineering of large-scale systems and undertaken 
research to build and refine a body of knowledge. Professional organizations 
such as INCOSE have encouraged their members to address the emerging 
challenges of systems engineering in the twenty-first century. Practitioners of 
systems engineering, whether in for-profit corporations or not-for-profit orga-
nizations, have an obligation to examine their practices critically and, where 
necessary and appropriate, to develop new approaches better suited to this 
problem space. Customers also have the obligation to demand that practices 
match the needs of the situation and to question practices that, while well 
established, do little to achieve their objectives.

   Constructive dialogue will emerge through informal exchanges within and 
among these organizations and their researchers and practitioners. It will be 
furthered by formal symposia, whether individually or collaboratively spon-
sored, where the emerging body of knowledge is shared, discussed, and—
where necessary—challenged.
Second,  ◾ agree on a common lexicon. Today, many terms describe this topic 
area. We hear “systems of systems,” “families of systems,” “enterprise sys-
tems,” “complex systems,” and “complex adaptive systems,” and we have 
introduced yet a new term here, “mega-systems.” Sometimes these terms are 
used interchangeably; in other cases, their proponents use different terms to 
highlight different aspects. Be certain that all participants agree on the mean-
ings of the terms used.
Third,  ◾ develop a body of case studies. Case studies provide a repository of individ-
ual experiences, lessons learned, and insight into practices that work well—or 
do not. Case studies are a well-recognized teaching tool in business curricula 
and are becoming more widely used in engineering education. We need case 
studies both of successful efforts and—equally if not more important—those 
that have not succeeded as expected. The value of such case studies will lie not 
only in the development of a repository of well- documented examples, but 
also in the potential to discover patterns that provide insight into what works, 
what does not work, and which circumstances produce which result.
Fourth,  ◾ refine and extend the engineering tenets. The principles presented 
here clearly represent only a starting point and not the expected end state. 
Dialogue among the larger engineering community, continued research, and 
lessons learned from a larger body of case studies will certainly help extend 
this initial set of tenets.
Fifth,  ◾ define and initiate a research agenda. Fruitful research opportunities 
abound. Examples include exploring the implications of complexity science 
on the development and operations of mega-systems, and identifying and 
piloting techniques that seem especially well suited to the outer ring of the 
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Profiler—the messy frontier. Research in the social and behavioral sciences 
could help in defining more effective approaches to dealing with stakeholder 
diversity and its impact on the framing of the feasible solution space. Other 
topics that call for further investigation include the development of flexible 
and adaptive design tenets and practices, and the transferability of processes 
and techniques from other fields to systems engineering: For example, would 
applying some of the principles of adaptive software development to systems 
engineering processes create a basis for an adaptive systems engineering pro-
cess that complements the more traditional “V” Model?
Sixth,  ◾ recognize that practice, not theory, will drive the development of processes 
and tools. This is how traditional systems engineering evolved; we anticipate 
that the engineering of mega-systems will evolve in the same way.
Finally, ◾  inculcate a systems thinking mindset. By that we mean the ability to 
look simultaneously at the relations and the interactions among the compo-
nents, the whole system, and the still larger whole in which the system will 
operate. It means performing trade-offs not only between and among the 
parts, but also between the parts and the whole (Frank, 2000, 2002).

Ackoff (2004) proposed a definition of systems thinking, which he referred to 
as “systemic thinking”:

Systemic thinking is holistic versus reductionistic thinking, synthetic 
versus analytic. Reductionistic and analytic thinking derives properties 
of the whole from the properties of their parts. Holistic and synthetic 
thinking derive properties of the parts from properties of the whole that 
contains them … when an architect designs a house he first sketches the 
house as a whole and then puts rooms into it. The principal criterion he 
employs in evaluating a room is what effect it has on the whole. He is even 
willing to make a room worse if doing so will make the house better.

As the processes and practices that enable mega-systems engineering emerge 
and gain acceptance, they will in no way supersede or devalue the practice of tra-
ditional systems engineering that has emerged over the past half decade. Instead, 
they will build on and extend it.

10.5  an emerging View of next-generation practice
In his book Rescuing Prometheus, Hughes (1998) uses the stories of four large-scale 
projects to illustrate the emergence of systems engineering as a field in the post-
World War II era. In his concluding chapter, he presents a table comparing modern 
and post-modern engineering practices, with post-modern reflecting the introduc-
tion of systems engineering. Table 10.1 replicates (with permission) the two columns 
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table 10.1 extending the Comparison: modern, post-modern, and next-
generation Systems engineering

Moderna Post-Moderna Next-Generation

Production system Project Multiple projects

Hierarchical/vertical Flat/layered/
horizontal

Integrated project teams, 
consortia

Specialization Interdisciplinary Interdisciplinary with 
information technology as the 
core

Integration Coordination Collaboration

Rational order Messy complexity Messier complexity

Standardization Heterogeneity Heterogeneity and 
standardization

Centralized control Distributed control Diffused control—limited/
no control

Manufacturing firm Joint venture Multiple developers / mix of 
commercial and custom 
development

Experts Meritocracy Community process

Tightly coupled systems Networked systems Networked mega-systems

Unchanging Continuous change Asynchronous change

Micromanagement Black-boxing Standards-based compliance

Seamless web Network with nodes Worldwide network

Tightly coupled Loosely coupled Mix of tight and loose coupling

Programmed control Feedback control Discovery with feedback

Bureaucratic structure Collegial community Cross-organization ad hoc 
collaboration; local interests

Taylorism Systems engineering Enterprise systems engineering

Mass production Batch production Rapid prototyping, one-off

Maintenance Construction Evolution

Incremental Discontinuous Spiral

Closed Open Open

a These columns from Hughes, T.P. 1998. Rescuing Prometheus: Four Monumental 
Projects that Changed the Modern World. New York: Pantheon. With permission.)
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from Hughes’s work and adds a third column, labeled “Next Generation,” that 
highlights differences and similarities between traditional systems engineering—
what Hughes refers to as “post-modern”—and the next-generation practices that 
have been the focus of this book. It will be interesting to see how closely the actual 
practices of mega-systems engineering reflect these next-generation characteristics.

10.6  Concluding thoughts
Mission imperatives, whether in military operations, in homeland security, or in 
global supply chains, constantly increase the importance and value of information 
sharing. At the same time, the pervasiveness of information technologies promotes 
such information sharing, particularly across boundaries. These self-reinforcing fac-
tors suggest that mega-systems will become ubiquitous. Whether they succeed or 
fail in achieving their missions will depend on whether their special characteristics 
baffle system engineers or prompt them to devise new and creative approaches. We 
hope that this book will help tip the balance toward the second outcome.
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11Chapter 

postscript: profiling 
a Complex 
acquisition program

In the summer of 2006, a government agency invited a study team to apply the 
Profiler to one of its key acquisition programs. The agency director and deputy 
director were well aware that their agency faced a number of challenges that were 
impacting their ability to achieve their mission and execute their acquisition respon-
sibilities within the planned resources and schedule. Moreover, they recognized 
that their agency was operating in a complex political and economic environment 
and faced not only these, but also a number of operational and technical challenges. 
They had been trying to communicate the unique circumstances and constraints 
facing their program, but believed that they had not been as successful in doing 
this as they had hoped.

For the agency leadership, the Profiler offered a different approach to articulat-
ing and communicating the complex nature of their program to their oversight 
bodies. For the study team, this study offered an opportunity to test the Profiler 
in a completely new operational context. The Profiler had initially been developed 
with an information-centric engineering and acquisition program in mind, but this 
agency was responsible for designing, constructing, and operating processing facili-
ties at multiple sites in the United States.

The study was a collaborative effort between the agency, its long-time technical 
advisors, and me (Renee G. Stevens). Together, this team designed a methodology, 
applied it, and obtained useful results for the agency. The team certainly gained 
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some unexpectedly valuable insights into how the Profiler can be applied to an 
organization and how it can serve as a diagnostic tool for that organization’s activi-
ties. Perhaps of greatest interest were the insights about how people in different roles 
in an organization can view the same situation through different lenses. Neither the 
agency nor the MITRE team had anticipated these results, but in retrospect they 
make intuitive sense.

11.1  multiple purposes of the Study
The agency had responsibility for several large acquisition efforts. These acquisitions 
involved complex technologies, and multiple sites operating in various locations, 
and were affected by a stringent regulatory environment, citizen activists, and an 
occasionally contentious public debate. In addition, complex federal, state, and local 
interests play a role in the development and operation of these sites. The program 
has been plagued by schedule slippages and cost overruns. While there are many 
reasons for these slippages, many of them beyond the agency’s control, the net effect 
is that the program has had to revise its cost and schedule baseline several times.

The agency leadership fully recognized these challenges and the risks to suc-
cessful completion of their program. In particular, they were interested in finding 
answers to the following key questions:

How well were they managing these risks? ◾
How well were they communicating the program impacts of these risks  ◾
to stakeholders?
Could anything be done either to reduce or effectively manage operational risk? ◾

They saw the Profiler as a tool that could help them delineate the characteris-
tics and risks of their program and communicate these risk issues to the oversight 
organizations, both in the Executive Branch and in Congress. At the same time, 
they were interested in identifying internal business practices that could help them 
better manage these risks.

11.2  approach
Collectively, the agency and the study team developed an approach in which the 
Profiler was used as an interview vehicle to capture the perspectives of various man-
agers within the agency and of selected stakeholders external to it. The study team 
then used the areas of the resulting profile that fell in or abutted the outermost ring 
as the basis for focusing an assessment of existing business practices.
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11.2.1  Tailor the Profiler

The first step was to tailor the Profiler. As originally developed, the Profiler used 
terminology that is more appropriate to a system development activity, particularly 
one that is heavily IT based. Despite the considerably different technology, business 
model, and operational environment, the MITRE team found that it could use the 
existing terminology with some additional explanation in language that would be 
understandable to this particular community (see Tables 11.1 through 11.4).

11.2.2  Clarify Sponsor Goals and Objectives

The second step was to meet with the senior leadership of the agency to clarify their 
goals and objectives. This proved very important in that it not only confirmed their 

table 11.1 Strategic Context explanatory Language

mission environment

Stable 
Mission

The environment in which the system is intended to be used 
does not change over time.

Mission 
Evolves 
Slowly

The environment in which the system is intended to be used is 
expected to change over time, although changes will be 
relatively modest and infrequent. Some of the changes can be 
known or anticipated.

Mission 
Very Fluid, 
Ad Hoc

The nature of the mission environment changes dramatically 
and frequently. This may be due to unanticipated mission 
requirements (new missions, new drivers, and new constraints).

Scope of the effort

Single 
Function

A function is a set of related activities that supports or 
otherwise accomplishes a mission. Most missions entail 
multiple functions.

Single 
Enterprise

The enterprise consists of the entire organization, including all 
its subsidiaries. The term “enterprise” implies a large 
corporation or government agency, but may also refer to an 
organization of any size with many systems and users to 
manage.

Extended 
Enterprise

An extended enterprise is a set of independent organizations 
whose collective efforts are required to accomplish a specific 
mission.
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support for the effort, but also highlighted that different senior leaders had different 
expectations as to how they would use its results. For example, one of the senior 
leaders was especially interested in using the results as a means of communicating 
with external stakeholders, particularly those in an oversight role. A second senior 
leader was more interested in using the results internally. He was most interested in 
understanding whether the current business practices were aligned with the agen-
cy’s profile and, if not, what changes would be recommended.

A secondary objective was to determine whether the key managers saw the 
agency, its mission, and its environment in a consistent manner. In other words, 
would their profiles be similar or different? This interest in understanding the per-
spectives of different members of the management team, rather than just the perspec-
tive of the senior leadership, led to an approach in which the team used the Profiler 
as an interview vehicle. Consequently, we found that we needed to develop some 
type of protocol for conducting the interviews and capturing the results.

table 11.2 acquisition Context explanatory Language

Scale of the effort

Single User A single user is an individual or group of individuals who 
perform similar sets of tasks in the same manner.

Similar 
Users

Similar users perform a similar set of tasks but do so with some 
variation. The variation may be a function of local or 
institutional circumstances.

Many 
Different 
Users

The users of the systems perform different sets of tasks.

acquisition environment

Single 
Program

A single acquisition program that is responsible for the 
development of a single system type.

Single 
Program, 
Multiple 
Systems

A single acquisition program that results in the development of 
different systems that collectively meet the program’s mission 
needs and requirements.

Multiple 
Programs, 
Multiple 
Systems

A collection of acquisition programs, each of which develops 
one or more systems that, when integrated, meet a larger 
program need or set of requirements.
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11.2.3  Develop Interview Protocol
The protocol that emerged was straightforward. It called for individual interviews 
with selected managers, senior staff, and key individuals with a program over-
sight role. The interview itself started with a brief recap of the study purpose and 
an introduction to the Profiler, followed by a series of questions that stepped the 
respondent through each of the eight wedges in order. For each wedge, respondents 

table 11.3 Stakeholder Context explanatory Language

Stakeholder Involvement

Stakeholders 
Concur

Despite having different equities, stakeholders are able to 
reach agreement on a common set of goals and objectives. 
Local decisions and actions by individual stakeholder groups 
are consistent with and supportive of these mutually 
agreed-to goals and objectives.

Stakeholders 
Agree in 
Principle; 
Some Not 
Involved

Stakeholders nominally agree to a common set of goals and 
objectives; however, not all stakeholders can be counted on 
to act on the agreements. In some cases, stakeholders have 
not been identified or, if identified, have not been included in 
the decision-making process. Failure to take into account the 
equities of all stakeholders may lead to unexpected problems 
as the system is developed.

Multiple 
Equities; 
Distrust

Stakeholders have equities that conflict, and it is difficult to 
find common ground. Some stakeholders do not believe that 
their interests will be accommodated. Some stakeholders may 
be in active opposition.

Stakeholder relationships

Relationships 
Stable

All established relationships among identified stakeholders 
remain stable over time even though issues may change.

Changing/
New 
Relationships 

Established relationships among identified stakeholders may 
change in response to existing or new issues. New 
relationships may be established due to identification of 
either new stakeholders or new issues.

Resistance to 
Changing 
Relationships

Over time, the dynamics between participating groups may 
require change, increasing the influence of some 
stakeholders at the “expense” of others. Stakeholders who 
perceive that their influence is declining will resist these 
changing relationships, either overtly or more subtly.
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were asked to mark a blank Profiler and indicate the spot that best corresponded 
to their assessment of the current situation. Some respondents chose to center their 
answer in the ring that corresponded to their assessment. Others took the oppor-
tunity to provide more nuanced responses by placing their assessments on or near 
the border between adjacent bands. As interviewees discussed the rationale for their 
assessment, the team captured the information using a tape recorder as well as one 
or more note takers.

We also asked the respondents to indicate whether they anticipated any changes 
over the next 3 to 5 years and the direction of such change, either outward or inward. 
Interestingly, some respondents identified more than one factor that might influ-
ence the situation, with one factor causing an outward move toward greater com-
plexity and uncertainty and another factor that might cause inward movement.

In parallel with developing the protocol and supporting material, the program 
office identified the list of individuals they wanted us to interview. The initial set 

table 11.4 System Context explanatory Language

Desired outcome

Improve 
Existing 
Capability

Maintain an existing capability, but at a lower resource cost 
or greater efficiency (e.g., new system has higher reliability, 
thereby decreasing system downtime).

Change 
Existing 
Capability

Improve an existing capability through adoption of a new 
technology, application of additional resources, or other 
means (e.g., increase safety through changes in 
procedures).

Build 
Fundamentally 
New Capability

Add a new system capability not present in past designs, 
typically in response to new requirements.

System Behavior

System 
Behavior 
Known 

The operating environment and associated parametric 
values are established, and the system behavior is known 
and optimized for these conditions.

System 
Behavior Fairly 
Predictable

The operating environment and associated parametric 
values are generally established and the system behavior is 
predictable, although not optimized for variability, within 
these conditions.

System 
Behavior Will 
Evolve

The operating environment and associated parametric 
values may change in response to user response to emerg-
ing needs that may not be well defined. System behavior 
(design) will evolve in response to changing user needs.
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of interviews was limited to managers at different positions inside the agency. At 
the direction of senior management, the list was subsequently expanded to include 
staff in higher headquarters and on Congressional committees with an oversight 
role for this program. While these staff could be considered stakeholders, this list 
was clearly limited and did not include many external stakeholders.

11.2.4  Conduct the Interviews and Synthesize the Responses
Before starting the interviews, senior agency leaders scheduled a kick-off meeting 
with their key staff to familiarize them with the objectives of the study as well as the 
key elements of the Profiler. Senior leadership participation and their obvious inter-
est and support proved critical in scheduling and conducting the interviews and in 
gaining the cooperation of the individuals selected as interviewees.

Where possible, interviews were conducted in person and were held separately 
with each manager being interviewed. Where that was not possible, either because 
of travel requirements or schedules, the team did accommodate telephone inter-
views. In all cases, one person asked the questions, and one or more others took 
notes. Interviews were scheduled to last 90 minutes and typically used the full time 
allotted. After the interviews, the study team consolidated the notes and sent them 
back to the interviewee for confirmation and, where necessary, clarification.

After trying different approaches to synthesizing the individual responses, the 
study team settled on an approach that organized the responses by the respondent’s 
role within the organization. Four different views were developed:

 1. Site view, as provided by managers who were responsible for operation of a 
particular geographic site

 2. Project view, as provided by managers responsible for the design, develop-
ment, and acquisition activities associated with a particular technology or 
project

 3. Agency view, as provided by senior managers and those with an agency-wide 
function

 4. External view, as provided by senior staff with a program oversight role at 
the department level as well as with cognizant Congressional staff (because 
of schedule conflicts, only one of the identified Congressional staff members 
was available to be interviewed)

11.2.5  Conduct Workshops with Key Agency Staff 
and Leadership

In addition to the introductory session, the team held two workshops: one about 
midway through the study and the second one near the end of the study. These 
workshops were initially intended to serve as in-process reviews, providing a status 
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update to agency staff and leadership. The workshops proved particularly useful. 
Not only did they provide an opportunity to present emerging findings, but they 
also served as a forum to highlight potential anomalies in the profile responses that 
warranted reexamination, to identify additional individuals who should be inter-
viewed, and to reach agreement on those areas of the profile that called for a more 
in-depth review and assessment of current business practices.

11.2.6  Review and Assess Agency Business Practices
Because one of the key purposes of the study was to identify business practices 
that could be used in reducing or effectively managing operational risk, the team 
focused its efforts on those parts of the agency profile that fell in or near the bor-
der of the outermost ring because these were the areas that respondents had high-
lighted as involving the greatest complexity and uncertainty. The team identified, 
researched, and documented business practices that could be instituted to address 
the targeted focus area and, in parallel, researched the agency’s existing business 
practices. Where possible, the preferred approach was to leverage and augment 
existing business practices.

11.3  Findings
Organizing the interview responses by role within the agency provided a useful way 
to structure the findings. It also helped in identifying some potentially significant 
response patterns that highlight how managers and staff within the same organiza-
tion read the situation through the lens of their particular roles and responsibilities. 
In general, the team observed in this study that the profiles generated by respondents 
with broader responsibilities tended to be more expansive; that is, they had more 
points in or abutting the outer ring, while those with more focused responsibilities 
tended to be more compact, with more points in the innermost and middle rings.

11.3.1  Role-Specific Profiles
The following subsections step through the profiles for each of the management 
roles. Then we discuss the similarities and differences between these separate pro-
files and suggest some reasons for these differences.

11.3.1.1  Site Manager Profile

The site view represents the perspective of managers who are responsible for run-
ning operations at a particular geographic site. They deal primarily with techni-
cal and operational anomalies that impact their ability to achieve and maintain 
planned throughput rates. In general, they view these as “manageable” risks, in 
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that they have the flexibility to adapt procedures to deal with them. On the other 
hand, issues related to interactions with organizations outside the agency’s direct 
control (extended enterprise) and with stakeholders are seen as areas over which site 
managers have less control. Figure 11.1 shows the site manager’s composite profile. 
Note that this profile is fairly compact, with only two points that are near or in the 
outer band (extended enterprise and stakeholder involvement). The factors underly-
ing this profile are summarized in Table 11.5.

11.3.1.2  Project Manager Profile

The project manager profile is based on information collected from a diverse 
group of project managers, deputy project managers, and business managers 
from different areas of the agency. Their composite profile (see Figure 11.2) is 
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Figure 11.1 Site manager profile.
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more expansive than that of the site manager, with most of the points falling in 
the middle band. Like site managers, project managers focused on technical and 
operational risk and also addressed political risk. Again like the site managers, 
project managers placed Scope of the Effort and Stakeholder Involvement in the 
outermost band and added a third one, Desired Outcome. Unlike site managers, 

table 11.5 Site manager View

Mission 
Environment

The mission environment changes in response to both 
internal and external events. Internal events include 
unanticipated anomalies during processing that may result in 
delays. External events are typically changes to governing 
regulations that require reengineering some equipment and 
modifying some operations.

Scope of the 
Effort

The program was viewed as an extended enterprise in that, to 
be successful, it required the cooperative efforts of 
organizations at the federal, state, and local levels that fell 
outside the authority and control of the agency.

Scale of the 
Effort

Site managers interpreted the term “user” to mean plant 
operators who were expected to follow standard operating 
procedures. However, there were enough differences among 
sites that suggested that there was, in fact, a community of 
similar users rather than a single class of users.

Acquisition 
Environment

From the site perspective, these managers viewed the 
acquisition effort as a single program producing a single 
system.

Stakeholder 
Involvement

Site managers work very hard to develop and maintain good 
relationships with local communities. While specific issues 
may perturb these relationships temporarily, they tend to 
return to a steady state where stakeholders agree in principle. 
Relationships with local stakeholders have improved 
considerably, and that trend is projected to continue.

Stakeholder 
Relationships

Stakeholder relationships are considered stable but are 
subject to change based on the specific issue at hand.

Desired 
Outcome

Site managers see the desired outcome as improving the 
existing capability with the goal of increasing throughput.

System 
Behavior

There are two technologies being used. One is considered a 
mature technology, and the system behavior is well 
understood. The second technology is viewed as fairly 
predictable, and the focus is on achieving a higher level of 
stability in system behavior.
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who focused on improving or changing existing capability, project managers 
tended to see their role as being centered on technology innovation. Table 11.6 
summarizes the responses.

11.3.1.3  Agency-Wide Profile

The agency profile was constructed from interviews with headquarters staff who 
had program-wide or cross-cutting responsibilities. Interviews conducted with the 
agency director and other members of the senior leadership were not included in 
this composite. Like that of project managers, the agency-wide profile fell in the 
middle and outermost rings with three areas entering the outermost ring (Scope of 
the Effort, Stakeholder Involvement, and Desired Outcome). However, it is a little 
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Figure 11.2 project manager profile.
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table 11.6 project manager View

Mission 
Environment

Most respondents characterize the mission environment as 
evolving slowly. They also acknowledge that particular 
technical or operational issues affect the mission 
environment, particularly when the environment is politically 
charged.

Scope of the 
Effort

All but one of the respondents saw this agency as operating 
in an extended environment. They did not foresee changes to 
this situation.

Scale of the 
Effort

Like site managers, project managers view the plant operators 
as the users. Respondents who came from projects with a 
single technology focus and with common design and 
operating procedures tended to identify a single user group. 
Respondents who fielded different technologies or recognized 
that their plants were configured or operated differently 
identified the population as “similar.”

Acquisition 
Environment

Responses differed widely, depending on whether a project 
manager chose to address this question from a project-
specific perspective or from a larger mission or even agency-
wide perspective. In some instances, respondents viewed 
each individual site within the same program as a separate 
system. Those taking the broadest perspective viewed the 
agency as operating in an acquisition environment of 
separately managed programs that are developing multiple 
systems.

Stakeholder 
Involvement

Project managers characterized stakeholder involvement 
almost evenly between the middle (Agree in Principle) and 
the outermost (Multiple Equities, Distrust) bands. One 
respondent noted that stakeholders had a wide range of 
interests, not all of which were supportive of the program or 
consistent with its needs. Factors that influenced stakeholder 
views of the program include general mistrust of government 
as well as concerns about specific local environmental and 
economic issues. While activists were viewed as a source of 
distrust, project managers also expressed the opinion that 
relations with local communities were improving over time.

Stakeholder 
Relationships

Like site managers, project managers considered 
“Stakeholder Relationships” stable but subject to change 
based on the specific issue at hand. This situation is not 
expected to change, as it is likely that new issues will surface 
even as other issues are addressed and resolved.
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more expansive than the project manager profile (see Figure 11.3). Table 11.7 sum-
marizes the results.

11.3.1.4  External Stakeholder Profile

The external stakeholder profile1 captures the responses of staff members from 
external offices that have program management or oversight responsibility over this 
agency. It is, by far, the most expansive of the four profiles, with more responses 
being in or near the border of the outermost ring (see Figure 11.4). These respon-
dents acknowledged the technical and operational uncertainties associated with 
some of the technologies, but focused their remarks on their political and eco-
nomic consequences. In effect, they viewed this as a technical program that is 
heavily influenced by political considerations at the local, state, and federal levels. 
Table 11.8 summarizes the responses.

11.3.2  Similarities and Differences in the Agency Profiles
When comparing the role-based profiles, the study team saw both striking similari-
ties and differences based on respondents’ roles and responsibilities (see Figure 11.5). 
Independent of role and responsibility, most respondents had a common perception 
of key areas of complexity and uncertainty facing the agency.

The agency is consistently viewed as operating in the outermost ring in two 
areas. In the Strategic Context, it is described as an extended enterprise in that its 

table 11.6 (continued) project manager View

Desired 
Outcome

Unlike site managers, who see the desired outcome as 
improving the existing capability, project managers generally 
characterize their goal as building a fundamentally new 
capability. This apparent discrepancy reflected the project 
managers’ focus on the development cycle, with particular 
attention to the development or application of new 
technologies.

System 
Behavior

Respondents generally reported that system behavior, 
independent of the specific technologies being used, was 
fairly predictable. They noted that system behavior was 
predictable by design, and that sufficient margin was built in 
to allow for variability. More than half of the respondents saw 
an inward trend toward increasing predictability. One in 
particular noted that increased stability was gained by 
operational experience and application of operational 
lessons learned.
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operations and ability to remain on budget and schedule depend on external part-
ner agencies over which it has no control and little direct influence. Respondents 

at all levels were able to identify the same 
set of external agencies. In the Stake-
holder Context, the agency is viewed as 
having to deal with multiple stakeholders 
who have different and often opposing 
interests, and who distrust each other’s 
motives and actions. While respondents 

noted that the situation had improved over the initial baseline, they neverthe-
less continued to view this dimension as one that continues to perturb agency 

There is a common perception 
of key areas of complexity and 
uncertainty facing the agency.
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Figure 11.3 agency manager profile.
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table 11.7 agency manager View

Mission 
Environment

Respondents generally characterized the environment as 
changing slowly over time. One noted that the environment 
was generally stable except for periods in which particular 
events threw it into the very fluid region. Once these 
precipitating events were resolved, the environment reverted 
to a stable state. Of interest, agency respondents saw the 
mission environment as having technical, organizational, and 
regulatory dimensions.

Scope of the 
Effort

Respondents consistently viewed the agency as operating in 
the extended enterprise or on the border between that and a 
single enterprise. All respondents were able to identify 
agencies that provided support to or exercised some degree 
of influence over the agency and how it conducted its 
mission.

Scale of the 
Effort

Most respondents viewed users as similar but differentiated 
based on site-specific technologies and business practices.

Acquisition 
Environment

As in the case of project managers, respondents viewed the 
acquisition environment differently, depending on whether 
they were addressing their particular area of responsibility or 
that of the larger agency.

Stakeholder 
Involvement

All of the respondents recognized the range of stakeholders 
as including local communities, citizen activists, regulatory 
bodies, other federal agencies, and the agency’s higher 
headquarters. Those who characterized this area in the 
outermost band (Multiple Equities, Distrust) primarily cited 
the role of citizen activists who, while a small minority of 
stakeholders, exerted a considerable impact on agency 
strategies, plans, and activities.

Stakeholder 
Relationships

Stakeholder relationships were characterized as bordering on 
or falling in the middle band (New Relationships). State 
regulators and local communities opposed to the program 
had formed alliances. However, as both had gained 
confidence in site operations, opposition to the program 
eased and these alliances became less prevalent. At the same 
time, local business communities have become supporters as 
they recognized the economic benefits.

(continued on next page)
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operations. By contrast, areas that were in or near the middle ring were generally 
ones that respondents believed might entail risks, but ones that they could man-
age either technically, programmatically, or operationally.

At the same time, the team saw some interesting patterns in the profiles associ-
ated with the different categories of respondents. Site managers consistently had the 
most compact profiles, with more points in the innermost and middle rings. Project 
managers and agency-wide managers tended to have successively more expansive 
profiles. In effect, the broader the role, the more likely the respondent was to view the 
program as being more complex and more subject to external influences. This pat-
tern is supported by the observation that site managers were more likely to empha-
size technical and operational factors that interrupted plant functions or otherwise 
impacted their ability to stay on schedule. They viewed these as disruptive but 
manageable. Project and agency managers also addressed technical and operational 
issues, but tended to add political and economic factors as further considerations. 
In contrast, external respondents tended to view issues almost exclusively through 
political and economic lenses. In fact, technical and operational issues were often 
viewed and judged in terms of their political and economic consequences. Such 
political and economic factors can, and do, constrain the technical and program-
matic options that are available to the agency. Options that may be technically 
feasible and cost effective may not prove viable if they encounter community or 
political opposition. Similarly, local interests may drive the program to implement 
technical options that entail significant cost and schedule consequences.

11.4  the profile as an “uncertainty map”
As respondents discussed areas they considered as being under their control and 
manageable, and contrasted them with other areas over which they had little 

table 11.7 (continued) agency manager View

Desired 
Outcome

In general, respondents saw the agency as focusing on 
changing an existing capability. This is perhaps best 
exemplified by one respondent who described the effort as a 
continuous state of process improvement but not one of 
major technological change. Others saw the program as 
having pioneered fundamental changes in technology that 
have since become well established in the industry.

System 
Behavior

Most respondents characterized this program as being in or 
at the border of the fairly predictable region. Specific factors, 
including unanticipated events that resulted in operational 
delays, changes in environmental regulations, and unknown 
consequences of site closures, were cited as factors that 
precluded future behavior from being completely known.



Postscript: Profiling a Complex Acquisition Program  ◾  197

control, the notion emerged of the profile as an uncertainty map. Respondents who 
characterized the situation as being closer to the center tended to focus on those 
issues or events that were primarily internal to the program and agency. Examples 
included contaminants introduced 
during processing and lapses in 
following standard operating pro-
cedures. These events may have 
interrupted operations, resulting 
in schedule slippages and increased 
costs; but once recognized, the 
problems could be addressed by 
technical measures or by changes 

Respondents with broader roles tended 
to have broader profiles. They were more 
likely to see the program as being more 
complex, more uncertain, and subject 
to external influences over which they 
had little control.
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Figure 11.4 external oversight profile.
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table 11.8 external agency View

Mission 
Environment

Respondents typically indicated that while the mission of the 
agency is clear, the environments in which it is conducted 
tended to border on the fluid, primarily because of the 
introduction of new technologies and political 
considerations. One respondent noted that the mission 
environment changes slowly and was trending inward toward 
greater stability.

Scope of the 
Effort

All respondents viewed the program as operating in the 
Extended Enterprise realm because external organizations, 
both partners and stakeholders, had an effect on its 
operations.

Scale of the 
Effort

Respondents generally believed that users were performing 
the same function but, because of differences in technologies 
or site-specific variations, they were performing it differently. 
All respondents indicated that they anticipated a convergence 
toward similar users but that this would take some time.

Acquisition 
Environment

Most of the respondents saw the overall program as falling in 
the Multiple Programs, Multiple Systems region, 
acknowledging both the existence of two separate 
acquisition programs within the agency as well as the 
different technologies that were in operation or under 
development.

Stakeholder 
Involvement

All the respondents saw Stakeholder Involvement as falling in 
the outer band and identified the same stakeholder groups, 
including both internal and external groups. External groups 
included federal and state regulators and interest groups. 
One of the respondents saw the stakeholder involvement 
trending inward over time while others anticipated no 
change.

Stakeholder 
Relationships

Several respondents indicated that most stakeholders have 
well-established relationships that do not change with the 
issues. However, they did acknowledge that new 
stakeholders might emerge as the program moves through its 
life cycle. Another stakeholder noted that community 
outreach efforts have been successful, and that there is a 
growing tendency toward local support for the program as 
initial fears are eased.
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table 11.8 (continued) external agency View

Desired 
Outcome

A wide variety of opinions were provided, ranging from 
continuous improvements in existing operations (improving 
existing capability), to the introduction of new technologies 
(changing existing capability) and, for the program as a 
whole, to providing a fundamentally new capability.

System 
Behavior

Most respondents indicated that system behavior was fairly 
predictable, although operations must constantly adapt in 
response to unanticipated events, both internal and external. 
In general, they saw the situation improving over time and 
becoming more predictable.
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Figure 11.5 Composite views.
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in operational procedures that these respondents saw as falling within their area 
of responsibility. In these cases, the managers were in a position to devise and 
apply specific mitigating strategies. Once dealt with, the issue was unlikely to recur, 
although it was possible—and indeed expected—that new problems might surface. 
In general, respondents reported that increased experience in operations create a 
trend toward greater stability and fewer unanticipated interruptions.

In contrast, respondents who characterized the situation as being closer to the 
outer ring tended to focus on issues that were derived from the external environ-
ment, such as dependence on external partner agencies or stakeholder interaction, or 
issues that dealt with highly uncertain future events. These “Messy Frontier” aspects 
of the situation generated higher levels of system instability, and did not typically 
lend themselves to management by existing practices. Most often they concerned 
political and economic factors that these respondents saw as falling outside their 
ability to control. Thus, a key finding of this study was that the external environ-
ment had a critical influence on this agency’s ability to accomplish its mission.

Systems engineers should consider this distinction between uncertainty that 
is primarily technical and operational and therefore more manageable and uncer-
tainty that is political, organizational, and economic, and therefore less manageable, 
parallels the earlier discussion of tame and wicked problems (see Section 4.3). They 
should also consider that different participants in the process have quite different 
perspectives around issues and the most appropriate techniques to deal with them. 
The findings here suggest that these differences are not just personality based, but 
may in fact be closely aligned to the particular role the individual has in the proj-
ect’s engineering and management.

Technical and operational issues usually lend themselves to linear approaches in 
which the problem is recognized, criteria for an acceptable solution are identified, 
facts are collected, alternative approaches are postulated, and the assessment yields a 
workable solution. By contrast, political, organizational, and economic issues, such 
as those highlighted in this study, are less amendable to such a linear approach. 
By their very nature, approaches to such uncertainties must be more broadly col-
laborative and iterative. Given the different and (in some cases) competing interests 
involved, different organizational equities and modes of interaction and different 
definitions of success, it is unlikely that these issues will lend themselves to a single-
pass solution. Rather, they will reappear, possibly under somewhat different guises.

In viewing the profile as an “uncertainty map,” we do not mean to imply that 
there is no uncertainty or no risk in projects whose profiles are closer to the center 
ring. Instead, the message is that the nature of uncertainty is fundamentally dif-
ferent in different portions of the Profiler. Near the center, it is more manageable 
and lends itself to well-developed engineering and management approaches. As 
one moves outward, not only does the nature of the uncertainty change, becoming 
more unpredictable and less amenable to traditional methods, but the approaches 
to dealing with it must also necessarily change.



Postscript: Profiling a Complex Acquisition Program  ◾  201

11.5  recommended practices for Dealing 
with uncertainty

We focused our review and assessment on business practices that could be used to 
deal with uncertainty, particularly uncertainty that is externally driven and over 
which the agency has little direct control. We focused on three interrelated practices: 
uncertainty management, stakeholder mapping, and environmental scanning.

11.5.1  Characterizing Uncertainty
Hastings and McManus (2004) define uncertainties as “things that are not known, 
or known only imprecisely.”

There are many sources of uncertainty. They can be internal as well as exter-
nal.2 Even in predictable, well-understood projects, internal uncertainty can derive 
from the specifics of the work to be done or the technologies to be implemented. It 
can encompass technical risk as well as unpredictable or unpredicted interactions 
among the components of the system. Novel projects or projects using new and 
emerging technologies inherently carry more uncertainty than those that rest on a 
solid foundation of experience. Novel projects are based on a set of assumptions—
often on far more assumptions than actual knowledge (McGrath and MacMillan, 
1995). Those assumptions may prove unfounded and conditions may alter substan-
tially from the initial situation. Similarly, technologies may change and require-
ments may evolve.

Uncertainty can also derive from fluctuations in the external environment. 
These could include changes in the operational context, user needs, governing poli-
cies, regulations, or markets, as well as the actions and influence of external stake-
holders. Project leaders have considerably more control over internal uncertainties 
in that they can be more readily resolved with resources that are at the organiza-
tion’s disposal. Externally based uncertainties are, by their very nature, difficult 
to control.

One can view uncertainty along a continuum ranging from incomplete knowl-
edge to complete lack of knowledge (Figure 11.6):

Incomplete knowledge ◾ . Knowledge to be supplemented by other information 
that is available but has not yet been collected or determined.
Variability ◾ . Factors that can have a range of potential outcomes, such as the 
duration of particular activities. Variability is often associated with project 
parameters such as cost, schedule, and performance.
Foreseeable events (known unknowns). ◾  These are events that can be antici-
pated, although the likelihood of occurrence is unknown. Foreseeable 
events are often handled via preplanned alternative paths triggered by the 
event’s occurrence.
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Unforeseeable events (unknown unknowns). ◾  These are the events or interactions 
that are truly unpredictable and therefore not anticipated or accounted for. 
They are often found in novel projects or in circumstances where the exter-
nal environment experiences radical and unexpected shifts. Hastings and 
McManus (2004) refer to these as “gotchas.”

Uncertainty, in and of itself, is neutral. Uncertainties can produce risks, which 
are generally viewed negatively as threats to successful execution of the projects or 
as problems to be mitigated. However, they can also create opportunities, which are 
generally viewed positively as situations to be exploited (White, 2006a, b).

While project management organizations such as the U.S. Project Management 
Institute (PMI) and the United Kingdom’s Association for Project Management 
(APM) generally adopt a neutral definition of the term “risk,” encompassing both 
downside and upside effects (PMI, 2001), a tendency remains to think of risk primar-
ily in terms of negative consequences that call for mitigation. The Risk Management 
Guide for DoD Acquisition (DoD, 2003) defines risk as a “measure of future uncer-
tainties in achieving program performance goals and objectives within defined cost, 
schedule, and performance constraints.” Table 11.9 highlights how different kinds 
of risks can, under different circumstances, turn out to be opportunities.

11.5.2  Techniques to Deal with Uncertainty
This section discusses three techniques for dealing with uncertainty, particularly 
uncertainty that derives from external events and external stakeholders:

 1. Environmental scanning: Techniques to identify changing trends and pat-
terns in the external environment and their implications for the organization. 
Implications can be either positive or negative (or in some instances, both).

 2. Stakeholder analysis and management: Techniques to identify people, groups, 
and organizations that can influence actions and outcomes, assess their inter-
ests, and formulate appropriate forms of engagement.

 3. Uncertainty management: Extension of well-established project risk management 
practice to manage both risks and opportunities at the project and enterprise 
levels.

Uncertainty Risks/ 
Opportunities

Mitigation/ 
Exploitation Outcome

• Incomplete knowledge
• Variability

• Known unknowns

Unknown unknowns (“gotchas”)

Uncertainty
Risks/

Opportunities 
Mitigation/

Exploitation Outcome

• Incomplete Knowledge
Variability

Known unknowns

Unknown unknowns (“gotchas”)

Figure 11.6 uncertainties, risks, and opportunities.
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Figure 11.7 depicts the relationship between these three techniques. The first 
two techniques—environmental scanning and stakeholder analysis and manage-
ment—help identify the nature and extent of external events and players, thereby 
reducing, although clearly not eliminating, the element of surprise. Uncertainty 
management builds a portfolio of actions to address these uncertainties.

table 11.9 risks and opportunities

Risks Opportunities

Disaster: System causes harm. Not applicable.

Failure: System does not work. Emergent capabilities: System works 
exceptionally well and/or for purposes not 
originally envisioned.

Degradation: System works but 
not up to initial expectations.

Unexpected capability: System exceeds 
expectations.

Deviations: Program runs over 
cost or schedule.

Programs are almost never early or under 
budget.

Market shifts: System works but 
the need for its services is less 
than assumed level.

Market shifts: System works, and the need for 
its services is more than assumed level.

Need shifts: System works but 
does not meet new needs.

Need shifts: Need for system increases 
and/or new needs are uncovered.

Source: Adapted from Hastings, D., and H. McManus. 2004. A Framework for 
Understanding Uncertainty and its Mitigation and Exploitation in Complex 
Systems. Presented at MIT Engineering Systems Symposium. Cambridge, MA. 
http://ocw.mit.edu/NR/rdonlyres/Engineering-Systems-Division/ESD-85JFall-
2005/695980D5-FDEE-4C4D-A505-14B8E9C95841/0/uncertainty.pdf (accessed 
February 10, 2008).

Uncertainty
Management

Stakeholder
Mapping 

Environmental
Scanning 

Messy Frontier
Techniques

Figure 11.7 techniques to deal with uncertainties.
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11.5.2.1  Environmental Scanning

Environmental scanning is fundamentally about gathering and using information 
about events, trends, and relationships in an organization’s external environment. 
In effect, it provides managers and executives with a level of situation awareness 
not only about the current environment, but also about how that environment may 

change in the future. Environmental scan-
ning is used to identify potential threats and 
opportunities that may affect the organiza-
tion, its strategy, and its mode of operation. 
Most typically, it serves as a key input to 
strategic planning at the enterprise level.

While the range of topics that can be included in an environmental scan is 
quite broad and will necessarily be tailored to the particular organization, its cir-
cumstances, and its market, in general they can cluster into four broad categories: 
Political, Operational, Economic, and Technical. (Note that these four categories 
form the acronym POET.) Examples of environmental scanning topics within each 
of these four categories include the following:

 1. Political and cultural (including statutory, regulatory, and policy changes, as 
well as changes in community attitudes toward the organization)

 2. Operational (including emerging drivers and constraints of current and 
future operations)

 3. Economic (including macro-economic and/or local economic conditions, 
relevant demographic changes, labor market changes, and changing budget 
pressures)

 4. Technical (including emergence of new technologies or obsolescence of exist-
ing ones and shifts in productivity and infrastructure)

Environmental scanning can be conducted on an ad hoc basis, periodically to 
support a particular planning activity, or as a continuous process. Ad hoc or peri-
odic scans make the most sense when the external environment is stable or changes 
relatively slowly. Continuous scans are most useful in those situations in which the 
environment is highly fluid and subject to significant shifts. Most organizations 
link environmental scans to their strategic planning calendar.

While there is no specific template or agreed-to process for conducting environ-
mental scans, the following are some implementation considerations:

Ensure that there is executive-level support for the scan. ◾
Assign a focal point. ◾
Establish a small team to conduct the scan. ◾
Select team members on the basis of their “big-picture” perspective, willing- ◾
ness to look beyond known terrain, and ability to spot early warning signs.

Environmental scanning pro-
vides situational awareness of 
the external environment.
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Balance the size of the team with heterogeneity. Heterogeneity is an asset to  ◾
be leveraged because it fosters different perspectives.
Decide what topics to include, but do not eliminate topics too early. Be pre- ◾
pared to add topics that were not initially considered.
Collect data: read, talk to knowledgeable people, and go beyond normal  ◾
contacts.
Prepare brief abstracts highlighting the trend and its possible implications for  ◾
the organization. Note that the same event or trend could have both positive 
and negative impacts.
Use concept maps or other techniques to show the trends and the possible  ◾
relationships across trends; see example in Figure 11.8.
Present the emerging findings to the executive team. Incorporate their insights  ◾
and perspectives.
Incorporate results of the environmental scan into the organization’s strategic  ◾
risk and opportunity management process.

11.5.2.2  Stakeholder Analysis and Management

Originally developed by the business community, stakeholder analysis and manage-
ment constitute a straightforward methodology that seeks to account for the interests 
of stakeholders in the achievement of a desired outcome, whether that outcome is the 
development of a policy or the successful completion of a project. Stakeholder analysis 
forms the basis of action plans that are geared toward increasing support for a proposed 
course of action or, where necessary, toward reducing opposition to it. While stakeholder 
analysis is most often conducted at the start of a project, changes in the circumstances, 
the issues, the players, or their interactions may warrant a periodic reexamination.

Community Attitudes

Economic

Could improve

Includes Includes

Includes

Includes

Includes

Increasing costs

Could require

Equipment or Process Changes

Includes

Political

Proposed Regulation

Technical Environmental Scan Operational

Figure 11.8 example concept map showing external events and their possible 
impacts.
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Stakeholders are individuals, groups, or organizations that have a legitimate 
interest in a project or organization. Stakeholders can be internal as well as external 
and include the following:

Those whose interests are affected by the project or entity or whose activities  ◾
affect it
Those who have information, resources, and expertise needed by the project ◾
Those who control relevant implementation instruments, such as funding or  ◾
legal authority

Stakeholders can also be viewed in terms of their roles (see Figure 11.9)3:

Owners (or leaders) ◾  seek to achieve the vision and mission of the organization. 
They may be the executive team inside the organization, or the individuals 
and organizations that provide external oversight.
Collaborators ◾  have common or intersecting interests but are independent of the 
organization. Their actions are critical to achieving the organization’s goals.
Customers ◾  are those that ultimately use the goods and services provided by 
the organization.
The  ◾ public in general, and the local community in particular, are affected 
by the actions of the organization and have a set of sometimes conflicting 
attitudes to and interests in these actions. For example, a community may 

Owners
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lie
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ers

Regulat
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Competitors Public

Figure 11.9 eight types of stakeholders.
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be concerned about the environmental impacts of an operation while, at the 
same time, welcoming the economic benefits that the organization brings 
to their community. Included in this stakeholder group are local citizens’ 
groups, public interest groups, and activists.
The  ◾ workforce includes the employed workforce as well as the potential labor 
pool. Workers are interested in maintaining the economic benefits of employ-
ment while also being concerned about stability and safe operations, among 
other factors.
Competitors ◾  seek to substitute their products and ideas for those of the orga-
nization. In a typical market situation, they would seek to appropriate the 
organization’s market, customers, employees, and proprietary information.
Suppliers ◾ , including contractors, seek to gain maximum return for the goods 
and services they provide while maintaining or extending their market.
Regulators ◾  seek to achieve compliance with laws or policies. While regulators 
primarily come from government—federal, state, and local—they can also 
include nongovernmental organizations with policy and standards authority 
such as industry, trade associations, and voluntary standards consortia.

Stakeholder analysis entails four key steps:

Stakeholder identification ◾  involves listing all the potential individuals, groups, 
and organizations that are affected by, have an interest in, or can influence 
the organization’s operations.
Stakeholder prioritization  ◾ helps to identify the key stakeholders, sorting them 
according to their importance. While there are a number of templates that 
help management visualize relative stakeholder importance, perhaps the most 
commonly used one is a simple power-interest grid (see Figure 11.10). High-
priority stakeholders are those with both high power and high interest. They 
are the ones who warrant especially close management. Stakeholders with 
high power and low interest as well as those with high interest but low power 
should be kept informed, while those with low power and low interest require 
minimum effort. Note that this kind of mapping can be done for the whole 
project or particular parts of it.
Stakeholder analysis ◾  defines the stakeholder’s position relative to the organiza-
tion or issue at hand. This position can be understood as being located along 
a continuum from strong opposition to strong support. Stakeholder positions 
can be depicted by color-coding on the stakeholder map. Analysis is also used 
to identify the factors that motivate stakeholders, both individuals and groups, 
to determine who influences them as well as who they, in turn, influence.
The  ◾ stakeholder management plan identifies the specific actions necessary to 
convert stakeholders from critics to supporters (or at least neutral partici-
pants), manage the opposition from those who are expected to remain critics, 
and retain supporters.
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11.5.2.3  Risk Management and Uncertainty Management

Risk management is an integral part of project management. It has developed into 
a distinct discipline with formalized, well-documented techniques, procedures, and 
tools,4 as well as associated professional bodies, guidelines, and training materials. 
It is also recognized as one of the key technical management practices of systems 
engineering. It is one of the nine knowledge areas in the Program Management Book 
of Knowledge (PMBOK), and its application to the DoD is documented in the Risk 
Management Guide for Department of Defense Acquisition (DoD, 2006).

While risk management most often focuses at the project level (and is conse-
quently termed “Project Risk Management”), some risk management practitioners 
and researchers express a growing interest in extending the practice across large 
organizations. Terms such as “strategic risk management” and “enterprise risk man-
agement” are being introduced. At the same time, there is also interest in extending 
the discipline to address explicitly both the consequences with negative impacts 
and those with potentially positive ones. These topics have generated considerable 
debate within the risk management community, much of which is being captured 
in various presentations and publications. It is, however, important to emphasize 
that this is still an emerging practice area, and there is no widespread agreement on 
terminology, let alone on the practices to be implemented.

Figure 11.11 captures the dimensions of this emerging risk management land-
scape. Starting at the lower left, the figure highlights three paths that are being 
explored. Path 1 is the extension of Project Risk Management beyond the project 
level to the organizational or even the enterprise level. In general, these approaches 
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Figure 11.10 power interest grid.
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continue the fundamentals of risk management processes, techniques, and tools 
and seek to apply them to risks that may impact the organization’s strategy. While 
it extends the focus of the activity, it does not generally change definitions. Path 2 is 
the expansion of Project Risk Management to include both risks and opportunities 
and to add unforeseeable events (unknown unknowns) to the range of uncertain-
ties. Although there is no agreement on terminology, some authors use the term 
“Uncertainty Management” to refer to the management of risks and opportunities.

Path 3 effectively combines Paths 1 and 2. It seeks both to extend the discipline 
to organizational levels above the project and to expand the focus from an emphasis 
on downside risk to one that encompasses both risks and opportunities. To some 
extent, uncertainty management at the enterprise level is closely related to strate-
gic planning, particularly strategic planning under uncertainty (Harvard Business 
Review staff, 1999).

These trends suggest the need for a broader view of risk management that 
encompasses the following:

Opportunities as well as risks ◾ . Opportunities may arise from new technolo-
gies that increase the effectiveness or efficiency of operations, new mis-
sions, or new operational practices. Opportunities may also arise from 
changes in the external context, including changes in stakeholder positions 
or relationships.
Unforeseen events (unknown unknowns) as well as foreseen events ◾ . Foreseen 
events are the ones that we can envision and for which we can develop con-
tingency plans. Unforeseeable events are, by definition, unexpected. They 
can occur during any phase of the program (planning, design, operations, or 
closure). They can be internal, such as unexpected operational challenges, or 
they can come from external events and factors, such as unexpected shifts in 
political support.
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Figure 11.11 emerging paths in the management of risk and uncertainty.
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Strategic perspective (top down) as well as project execution perspective (bottom  ◾
up). Many of the risks to the execution of the program as planned are best 
understood at the level responsible for implementation. At the same time, 
many of the risks and opportunities that affect the overall enterprise are often 
best understood at the executive and senior manager levels of the organi-
zation. These risks and opportunities are strategic in nature, in that they 
are broad based, affect the achievement of the enterprise’s essential goals, 
and may require fundamental changes in strategies, plans, or approaches. 
An approach that combines a bottom-up perspective to provide the neces-
sary implementation and operational realism and a top-down perspective to 
provide the more encompassing strategic view offers a more comprehensive 
framework in which to identify and manage uncertainties.

11.5.3  Putting Ideas into Practice
Uncertainty management is not merely an extension of existing practices. To a 
large extent, it demands a fundamentally different mindset. In effect, it entails 
“expecting the unexpected” (Loch et al., 2006) and being prepared to adapt to it. It 
means looking for early indicators of changing conditions, assessing their implica-
tions for the project and the organization as a whole, determining the set of actions 
to be taken to address these uncertainties, and actively monitoring both the situa-
tion and the effectiveness of strategies and actions in dealing with it. Figure 11.12, 
based on the work of Courtney et al. (1995), summarizes this approach to confront-
ing uncertainty.

Identify the nature,
extent, and sources

of uncertainties  
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or program
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2

1
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Figure 11.12 approach to confronting uncertainties.
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The study conducted with the Profiler recommended several specific practices to 
deal with the nature and range of uncertainties confronting this particular agency. 
Specific recommendations included the following:

Establish an executive-level team to focus on strategic risks and opportuni- ◾
ties. Meet regularly to review the situation and adjust priorities.
Establish an environmental scanning process to look for early indicators of  ◾
changing external conditions.
Establish a stakeholder analysis and management process to identify key  ◾
stakeholders, their positions, and specific actions to be taken to improve sup-
port and/or mitigate resistance.
Focus stakeholder efforts on key stakeholders. Seek out opportunities to main- ◾
tain direct communications not only with key supporters but also with critics.
Track the effectiveness of actions taken to mitigate risk and exploit opportu- ◾
nities and adjust as warranted. Share lessons learned.
Be prepared to learn and adapt. ◾

11.6  Conclusion
The study team applied the Profiler to an enterprise outside the information tech-
nology domain and, with minimum translation, was able to use it effectively to 
describe and synthesize the different facets of the environment in which this agency 
operates. Using the Profiler as an interview tool, the team discovered fundamen-
tal consistencies in how different groups of managers and stakeholders perceive 
the situation. These consistencies reflect the broad conditions that frame how this 
agency and the programs that it runs must operate. The team also found some 
unanticipated differences in perspective that relate to the respondents’ roles in the 
organization. In retrospect, this makes intuitive sense, yet it was neither an antici-
pated nor even a sought-after outcome.

The resulting profile proved a useful way of prioritizing effort. In particular, the 
findings focused attention on those wedges that extended into the outermost ring. 
In this particular case, two wedges were consistently reported as being in the “messy 
frontier,” and both dealt with the uncertain and diverse external environment.

The team was able to identify and develop a first-order description of three inter-
related practices around the theme of addressing the uncertain and diverse external 
environment. Two of these practices—environmental scanning and stakeholder 
mapping and management—appear in the literature as components of strategic 
management. However, they are not typically practiced in the normal course of 
systems engineering or program/project management. The third practice—uncer-
tainty management—is still emerging and lacks documented best practices.
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Most important, senior leadership recognized the strategic value of these pro-
cesses and accepted its role in both “owning” and executing them. At the end of 
the study, senior leadership initiated plans to establish an executive-level strategic 
council and implement these recommendations.

endnotes
 1. One of four Congressional staffers was also interviewed. His profile was reported sepa-

rately and not included in this discussion. However, it is included in the composite 
profile.

 2. See DeWeck, O., and C. Eckert, 2007. A Classification of Uncertainty for Early Product 
and System Design. MIT Engineering Systems Division Working Paper Series. February.

 3. This material and the accompanying figure are adapted from work in process by Keith 
McCaughin of The MITRE Corporation (McCaughin and DeRosa, 2006).

 4. Risk management is the overarching process that encompasses identification, analysis, 
mitigation planning, mitigation plan implementation, and tracking.
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